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Abstract<br>TOWARDS A COMMON DIMENSIONALITY REDUCTION APPROACH; UNIFYING PCA, TSNE, AND UMAP THROUGH A COHESIVE FRAMEWORK<br>Andrew Draganov<br>George Mason University, 2021<br>Thesis Director: Dr. Tyrus Berry

Dimensionality reduction is a widely studied field that is used to visualize data, cluster samples, and extract insights from high-dimensional distributions. The classical approaches such as PCA, Isomap, and Laplacian eigenmaps rely on clear optimization strategies while more modern approaches such at tSNE and UMAP define gradient descent search spaces through disparities between the high- and low-dimensional datasets.

In this work, we notice that all of these approaches can be interpreted as minimizing the difference between two kernel functions - one for the high dimensional space and one for the low dimensional space. In particular, once we abstract the kernel functions, we can develop a common framework for any dimensionality reduction problem. Namely, one needs to identify their high-dimensional distance kernel, the low-dimensional distance kernel, and the method used for minimization.

With this in mind, we identify the relevant general framework and then proceed to discuss the ways in which PCA, tSNE, and UMAP all fit into it. For each, we discuss insights that were obtained during the process. We lastly highlight next steps and directions for future work.

## Chapter 1: Introduction

Many disciplines rely on high-dimensional data representations for the purposes of analysis. However, these datasets are usually impossible to visualize due to residing in $>3$ dimensions. To circumvent this, the field of dimensionality reduction studies how to faithfully represent high-dimensional data in a low-dimensional space. 'Faithfully' here means two things:

1. Samples that are close in the high-dimensional space should remain close in the lowdimensional space
2. Samples that are far in the high-dimensional space should remain far in the lowdimensional space

There are multiple approaches for achieving this. PCA and other linear decomposition problems simply try to find the optimal linear projection for representing the data in a low-dimensional space according to some metrics. Manifold learning algorithms such as Isomap [1], Laplacian eigenmaps [2], Parallel Transport Unfolding [3], and others attempt to define a graph representation in the high-dimensional space and to make a similar graph of points in the low-dimensional space. Then others such as t-SNE [4] and UMAP [5] rely on gradient descent to minimize an objective between the high-dimensional probability distributions and low-dimensional probability distributions.

Similarly to [6], we posit that all of these approaches can be viewed through a graphtheoretic framework, which then extends the gradient descent optimization to be applicable to any of the algorithms. Specifically, each of the above approaches first defines kernels on similarity metrics in the high- and low-dimensional spaces before proceeding to find points in the low-dimensional space that minimize some dissimilarity.

In the case of gradient-descent based optimization for t-SNE and UMAP, they minimize the KL divergence between probability distributions. Thus, the edge weights on the graph
are defined by $E_{i j}^{X}=p_{i j}\left(x_{i}, x_{j}\right)$ and $E_{i j}^{Y}=q_{i j}\left(y_{i}, y_{j}\right)$, where $p$ is a Gaussian and $q$ is a student T distribution. Then minimizing the KL divergence $K L_{i}=\sum_{j} p\left(x_{i}, x_{j}\right) \cdot \log \left(\frac{p\left(x_{i}, x_{j}\right)}{q\left(y_{i}, y_{j}\right)}\right)$ can be reframed in terms of the above reparameterization.

Given this intuition, we proceed by

1. Establishing the algorithms that we intend to analyze
2. Defining the analysis framework with sufficient generality
3. Applying the framework to each algorithm and highlighting insights

We finally conclude by summarizing our work and identifying next steps that we believe are worth further investigation.

# Chapter 2: Introduction to Various Dimensionality Reduction Algorithms 

We begin by describing PCA, t-SNE, and UMAP while attempting to draw parallels between them.

### 2.1 Principal Component Analysis

Principal Component Analysis (PCA) is likely the most famous dimensionality reduction algorithm. It can be interpreted in many ways, but is most commonly thought of as a linear optimization that removes the axes of lowest variance. More formally, we remove the axes $w^{*}$ defined by:

$$
\begin{equation*}
w^{*}=\underset{w^{T} w=1}{\operatorname{argmin}} w^{T} C w \tag{2.1}
\end{equation*}
$$

In the above equation, the covariance matrix $C$ for the high-dimensional points $X$ is defined by:

$$
\begin{aligned}
& C=\frac{1}{N} \sum_{i=1}^{N}\left(x_{i}-\bar{x}\right)\left(x_{i}-\bar{x}\right)^{T} \rightarrow \\
& \rightarrow=X X^{T}
\end{aligned}
$$

. Due to the outer-product definition of the covariance, we note that this definition of PCA relies on optimizing the low-dimensional representation according to distance functions between the high- and low-dimensional distributions. Specifically, we are maintaining the dimensions of highest variance, which means that the sum of squares of our points' distance to the origin remains maximized.

This preservation of axes of highest variance can also be interpreted in other ways. Euclidean Multi-Dimensional Scaling (MDS), in which one uses linear operations to find the points that minimize the difference in pairwise dot products, can be shown to be identical to PCA. Said otherwise, PCA can be thought of as finding the points in a low-dimensional space such that their dot products are closest to the high-dimensional space's dot products according to the sum of squared differences. Additionally, in section 4.1, we show a Laplacian reinterpretation of PCA as a graph-embedding algorithm.

All of these definitions of PCA share the same basic foundation. They attempt to find a low-dimensional set of points that linearly minimize an metric function with respect to the original high-dimensional points.

## 2.2 t-distributed Stochastic Neighborhood Embedding

In contrast to PCA's distance-based methodology, the t-SNE algorithm attempts to match probability distributions between the high- and low-dimensional spaces. These probability distributions define the likelihood that a point $x_{i}$ will choose point $x_{j}$ as its neighbor. In the high-dimensional space, the authors chose the Gaussian based on Euclidean distance to define the probability that point $x_{i}$ chooses point $x_{j}$ as its neighbor:

$$
\begin{equation*}
p_{j \mid i}=\frac{\exp \left(-\left\|x_{i}-x_{j}\right\|^{2} / 2 \sigma_{i}^{2}\right)}{\sum_{k} \exp \left(-\left\|x_{i}-x_{k}\right\|^{2} / 2 \sigma_{i}^{2}\right)} \tag{2.2}
\end{equation*}
$$

The $\sigma_{i}$ in this equation is chosen through binary search to standardize the spread of the probability distributions with respect to the varying density across the high-dimensional space. To further standardize the distributions, the authors average the probabilities of point $x_{i}$ given $x_{j}$ and point $x_{j}$ given $x_{i}$ by setting $p_{i j}=\frac{p_{j \mid i}+p_{i \mid j}}{2}$.

The authors then define their low-dimensional probability distribution using the studentt distribution:

$$
\begin{equation*}
q_{i j}=\frac{\left(1+\left\|y_{i}-y_{j}\right\|^{2}\right)^{-1}}{\sum_{k \neq l}\left(1+\left\|y_{k}-y_{l}\right\|^{2}\right)^{-1}} \tag{2.3}
\end{equation*}
$$

. This choice was made to undo the effects of the crowding problem, in which lowerdimensional representations have much less "space" to distribute points than high-dimensional spaces do. Through using the student-t distribution's heavy-tailed kernel, the authors find that far-away points are more likely to maintain nearest-neighbor relationships, despite the fact that they may have less space on the manifold to choose from.

We note that the t-SNE probability kernels are both defined with respect to Euclidean distance and create a full matrix of high- and low-dimensional pairwise similarities between the points. The t-SNE objective, then, can be interpreted as a weighted minimization over the pairwise similarities that are defined through these kernels.

### 2.3 UMAP

Uniform Manifold Approximation and Projection (UMAP) is a similar algorithm to t-SNE in that it minimizes pairwise similarities using gradient descent. However, UMAP was motivated by a theoretical approach wherein the authors attempt to find a manifold-based representation of the high- and low-dimensional spaces. Specifically, they define the pseudodistance metric $D\left(x_{i}, x_{j}\right)=d\left(x_{i}, x_{j}\right)-\rho\left(x_{i}\right)$, where $d$ is some regular distance metric and $\rho$ is the minimum of this distance to any of the other points. This pseudo-metric is particularly useful for alleviating the issues with Euclidean nearest neighbors in high-dimensional spaces as noted in [7]. Using this pseudo-metric, they claim that they obtain a uniform distribution across the space and can then utilize topological tools for defining the minimization criterion.

However, the authors of UMAP arrive at a very similar set of functions to t-SNE's highand low-dimensional probability distributions. Namely, they define

$$
\begin{equation*}
v_{j \mid i}=\exp \left[\left(-d\left(x_{i}, x_{j}\right)-\rho_{i}\right) / \sigma_{i}\right] ; v_{i j}=v_{j \mid i}+v_{i \mid j}-v_{j \mid i} v_{i \mid j} \tag{2.4}
\end{equation*}
$$

$$
\begin{equation*}
w_{i j}=\left(1+a\left\|y_{i}-y_{j}\right\|_{2}^{2 b}\right)^{-1} \tag{2.5}
\end{equation*}
$$

where $v_{i j}$ is the high-dimensional likelihood of a nearest-neighbor relationship and $w_{i j}$ is the low-dimensional counterpart. Rather than representing probability distributions across the entire set of points as t-SNE does, UMAP instead represents every nearest-neighbor relationship between two points as a Bernoulli random variable. This has the inherent benefit of making the edge values independent of the vantage point. Thus, they avoid requiring the normalization terms across the entire dataset, instead opting to keep each edge's probability independent of the others (in this respect).

### 2.4 Commonalities

Notice that each of these algorithms, in a general sense, attempts to minimize the discrepancy between functionals in the high- and low-dimensional spaces. Each of these functionals can be defined in terms of kernels that are acting on the distances between pairs of points. We can further generalize this to define connected graphs for the high- and low-dimensional spaces, wherein vertices represent the points and edges represent the functional values between points. Using this interpretation, we observe that a dimensionality reduction algorithm is ultimately attempting to find a set of points that would minimize some similarity metric between the two graphs.

## Chapter 3: Uniting These Algorithms Under a Common Framework

### 3.1 Identifying a common framework

As mentioned, all of the above algorithms can be interpreted as consolidating the connected graphs between high- and low-dimensional spaces. We consider the connected graphs as the probabilities that each point will choose another point as its nearest neighbor. In this formulation, the points are represented as vertices and their nearest neighbor probabilities are the values on the edges.

Given a data set $X=\left\{x_{i}\right\}_{i=1}^{N} \subset \mathbb{R}^{n}$ an optimal embedding is another data set $Y=$ $\left\{y_{i}\right\}_{i=1}^{N} \subset \mathbb{R}^{m}$ that solves an optimization problem,

$$
\min _{Y} F(X, Y)
$$

for some functional $F$. Typically $F$ only depends on the distances between points, thus we define

$$
D_{i j}^{X}=d_{X}\left(x_{i}, x_{j}\right)^{2}, \quad D_{i j}^{Y}=d_{Y}\left(y_{i}, y_{j}\right)^{2}
$$

for pointwise similarity measures $d_{X}$ and $d_{Y}$. Moreover, $F$ typically has the form,

$$
F(X, Y)=\tilde{F}\left(D^{X}, D^{Y}\right),
$$

where $\tilde{F}$ represents some similarity measure between the high- and low-dimensional pairwise distance matrices $D^{X}$ and $D^{Y}$. Lastly, we choose to instead interpret $\tilde{F}$ in terms of symmetrized kernels on the distances $D^{X}$ and $D^{Y}$, which we define as $v$ and $w$ respectively.

Therefore, our similarity measure between high- and low-dimensional datasets $X$ and $Y$ can be written as:

$$
F(X, Y)=\tilde{F}\left(D^{X}, D^{Y}\right)=\sum_{i \neq j}^{N} \hat{F}\left(S^{X}\left(v\left(D_{i}^{X}\right), v\left(D_{j}^{X}\right)\right), S^{Y}\left(w\left(D_{i}^{Y}\right), w\left(D_{j}^{Y}\right)\right)\right)
$$

where $D_{i}^{X}$ and $D_{i}^{Y}$ represent rows of the pairwise distance matrices. Notice that each of the above algorithms from section 2 defines a kernel on distances in the high- and lowdimensional spaces. Thus, we aim to identify the above algorithms through their kernels while fixing $\hat{F}$. $\hat{F}$ then becomes a similarity measure on graphs, where the high- and lowdimensional graphs share their vertices (the points) but we define edge weights through the separate kernel functions.

### 3.2 Choosing a probabilistic interpretation

Given the high-dimensional graph

$$
G^{X}=\left(X,\left\{S^{X}\left(v\left(D_{i}^{X}\right), v\left(D_{j}^{X}\right)\right) \mid 0<i, j<N\right\}\right)=\left(X, E^{X}\right)
$$

of points and their kernel distances, we can interpret the edges as probability distributions in two ways. The first is to define a probability distribution for every point $x_{i}$ to all of its nearest neighbors. This would mean that our kernel must normalize $x_{i}$ 's outgoing edges across the entire dataset, giving us

$$
E_{i j}^{X}=\frac{v\left(D\left(x_{i}, x_{j}\right)\right)}{\sum_{\substack{k=1 \ldots n \\ k \neq i}} v\left(D\left(x_{i}, x_{k}\right)\right)}
$$

We refer to this as the neighborhood probabilistic interpretation, and it is the option that t-SNE uses for its kernel functions in the high- and low-dimensional spaces. Intuitively, it defines a probability distribution for each point to its set of neighbors in the space, however one defines neighbor relationships. At this time we think it's important to note that t-SNE actually defines its high-dimensional kernel as a probability distribution across rows of the distance matrix while the low-dimensional kernel defines a probability distribution over the entire set of pairwise distances. More on this in section 5.1.

However, we can choose to instead treat every edge independently. Indeed, by choosing to not normalize we obtain the simpler kernel function

$$
E_{i j}^{X}=S^{X}\left(v\left(D_{i}^{X}\right), v\left(D_{j}^{X}\right)\right),
$$

wherein every edge is simply defined as having some probability of existing. This interpretation is the one that UMAP uses, and it allows us to treat the edges as Bernoulli random variables. Thus, our kernel function in this case defines the likelihood that a nearestneighbor relationship exists, implicitly defining the additional state of it not existing.

The reader may notice that we are using both the $i$-th row and the $j$-th row to define the probability of an edge existing. Indeed, these may not be symmetrical. To remedy this, we can naturally take the mean and define

$$
E_{i j}^{X}=\frac{E_{j \mid i}^{X}+E_{i \mid j}^{X}}{2}
$$

However, we have an additional option available when we use the Bernoulli interpretation. Specifically, if we consider the edges $e_{j \mid i}^{X}$ and $e_{i \mid j}^{X}$ as two separate events, then we can define each edge as the probability that at least one of the two will exist. This is defined as

$$
E_{i j}^{X}=E_{j \mid i}^{X}+E_{i \mid j}^{X}-E_{j \mid i}^{X} E_{i \mid j}^{X} .
$$

Due to using the neighborhood probabilistic interpretation, t-SNE is confined to using the mean to obtain symmetry. However, UMAP utilizes the Bernoulli interpretation and thus chooses to use the or-probability to symmetrize its edges. Both define their low-dimensional kernels to be inherently symmetric, and therefore don't utilize any symmetrization function in the low-dimensional space.

Going forward, we attempt to define our graphs using the Bernoulli interpretation and generalize the symmetrization function as $S$.

### 3.3 Optimizing the low-dimensional embeddings

In the formulation defined in 3.1, $\hat{F}$ depends on the kernel $v$ of the high-dimensional dataset, where the points are given, and the kernel $w$ of the low-dimensional dataset, where the points are learned. As established, we interpret these kernel functions as the likelihood that a nearest-neighbor relationship exists. Thus our goal in performing dimensionality reduction is to try to learn a low-dimensional set of points that would have the same nearest-neighbor likelihoods as their high-dimensional counterparts (subject to the kernel functions).

More formally, for edges $E_{i j}^{X}$ and $E_{i j}^{Y}$ defining the symmetrized nearest-neighbor likelihoods between points $i$ and $j$ in the high- and low-dimensional spaces respectively, we may choose to minimize the KL divergence $\operatorname{KL}\left(E_{i j}^{X} \| E_{i j}^{Y}\right)$. For example, this is necessary when we are recreating tSNE and UMAP.

Recall that our edges have probability of existing defined by $E_{i j}^{X}=S^{X}\left(v\left(D_{i}^{X}\right), v\left(D_{j}^{X}\right)\right)$ and $E_{i j}^{Y}=S^{Y}\left(w\left(D_{i}^{Y}\right), w\left(D_{j}^{Y}\right)\right)$. Then the application of the KL divergence is appropriate since we have $N \times N$ Bernoulli distributions - one for each edge. Note that in this context, minimizing the KL divergence is equivalent to minimizing the cross-entropy. Let us first define the KL divergence and cross-entropy $H$ from some high-dimensional kernel to a low-dimensional kernel.

$$
\begin{align*}
K L(v \| w) & =-\sum_{x \in \mathcal{X}} v(x) \log (w(x))-v(x) \log (v(x))  \tag{3.1}\\
H(v, w) & =-\sum_{x \in \mathcal{X}} v(x) \log (w(x))
\end{align*}
$$

where $\mathcal{X}$ represents the set of discrete states that the probability distribution can occupy. In our case, this is just the two options of the edge between two points existing or not existing. Notice that the first term in the KL divergence is exactly the cross-entropy and that the second term is a constant when we assume that our high-dimensional points are given. Thus, minimizing one of the above equations inherently minimizes the other. For this reason, we will be discussing minimizing the cross entropy, which is the simpler calculation, under the acknowledgement that this simultaneously optimizes the KL divergence between probability distributions, which is perhaps a more intuitive measure of probabilistic similarity.

Given this context, the cross entropy on a Bernoulli random variable can be disassembled into its two discrete states to obtain

$$
\begin{equation*}
H\left(E_{i j}^{X}, E_{i j}^{Y}\right)=-E_{i j}^{X} \log \left(E_{i j}^{Y}\right)-\left(1-E_{i j}^{X}\right) \log \left(1-E_{i j}^{Y}\right) \tag{3.2}
\end{equation*}
$$

Since we are optimizing over all of the points in the dataset, we must then do this calculation for each point.

Given this framework and optimization criterion, we proceed by highlighting which algorithms can fit within it and identifying their strengths or weaknesses.

## Chapter 4: Applying the Framework to PCA

### 4.1 PCA as a Graph Embedding Method

Given some background on Laplacian matrices, we can reinterpret PCA in terms of a graph embedding approach. We will first reintroduce PCA, then show how it naturally relates to modeling the data as a fully-connected graph.

First note that for a dataset $X$, the covariance matrix $C$ is equal to

$$
\begin{aligned}
& C=\frac{1}{N} \sum_{i=1}^{N}\left(x_{i}-\bar{x}\right)\left(x_{i}-\bar{x}\right)^{T} \rightarrow \\
& \rightarrow=X X^{T}
\end{aligned}
$$

We intend to show that PCA, in removing the directions with minimal variance, is actually optimizing the following objective:

$$
\begin{equation*}
w^{*}=\underset{w^{T} w=1}{\operatorname{argmin}} w^{T} C w \tag{4.1}
\end{equation*}
$$

Why might this be the case? Recall that PCA is operating on the squared errors between $x_{i}$ and its projections on the principal components. So it is finding $w^{*}$ such that

$$
\begin{aligned}
w^{*} & =\underset{w}{\arg \min } \sum_{i=1}^{N}\left\|x_{i}-\left(w^{T} x_{i}\right) w\right\|^{2} \\
& =\underset{w}{\arg \min } \sum_{i=1}^{N}\left\|x_{i}-w w^{T} x_{i}\right\|^{2} \\
& =\underset{w}{\arg \min } \sum_{i=1}^{N}\left[x_{i}-w w^{T} x_{i}\right]^{T}\left[x_{i}-w w^{T} x_{i}\right] \\
& =\underset{w}{\arg \min } \sum_{i=1}^{N}\left[x_{i}^{T} x_{i}-x_{i}^{T} w w^{T} x_{i}-x_{i}^{T} w w^{T} x_{i}+x_{i}^{T} w w^{T} w w^{T} x_{i}\right]
\end{aligned}
$$

But $w^{T} w=1$, so the last two terms cancel, giving us

$$
\begin{aligned}
w^{*} & =\underset{w}{\arg \min } \sum_{i=1}^{N}\left[x_{i}^{T} x_{i}-w^{T} x_{i} x_{i}^{T} w\right]= \\
& =\underset{w}{\arg \min } \sum_{i=1}^{N} x_{i}^{T} x_{i}-w^{T}\left(\sum_{i=1}^{N} x_{i} x_{i}^{T}\right) w
\end{aligned}
$$

The first term here doesn't depend on w, giving us

$$
w^{*}=\underset{w}{\operatorname{argmax}} w^{T}\left(X X^{T}\right) w
$$

where $X=\left[x_{1}, x_{2}, \ldots, x_{N}\right]$.
This, though, is just an eigendecomposition problem. For further clarification, note that $w^{T}\left(X X^{T}\right) w$ will be maximized when $\left(X X^{T}\right) w$ is parallel to $w$, so it must be that $w$ is the first eigenvector of $X X^{T}$ and $\lambda=w^{T}\left(X X^{T}\right) w$ is the first eigenvalue. Thus, applying a constraint that our principal components $w$ are of unit length, we obtain the initially stated formulation: $w^{*}=\underset{w^{T} w=1}{\operatorname{argmin}} w^{T} C w$

With this derivation out of the way, we can show that PCA is really just linearizing a fully connected graph where all data pairs have equal weights.

$$
\begin{aligned}
w^{*} & =\underset{w^{T} w=1}{\operatorname{argmin}} w^{T} C w \\
& =\underset{w^{T} w=1}{\operatorname{argmin}} w^{T} X X^{T} w
\end{aligned}
$$

If we may find a graph-Laplacian matrix $L$ such that $X L X^{T}=X X^{T}$, then we can apply the following reformulation:

$$
\begin{aligned}
w^{*} & =\underset{w^{T} w=1}{\operatorname{argmin}} w^{T} X X^{T} w \\
& =\underset{w^{T} w=1}{\operatorname{argmin}} w^{T} X L X^{T} w \\
& =\underset{w^{T} w=1}{\operatorname{argmin}}\left(w^{T} X\right) L\left(w^{T} X\right)^{T},
\end{aligned}
$$

which is just a graph eigendecomposition problem akin to the ones done in Laplacian eigenmaps and spectral clustering.

Such an $L$ can be found by making a fully connected graph on the $N$ data points with edge weights $1 / N$ :

$$
L=D-A=\left[\begin{array}{ccc}
\frac{N-1}{N} & \cdots & -\frac{1}{N}  \tag{4.2}\\
\vdots & \ddots & \vdots \\
-\frac{1}{N} & \cdots & \frac{N-1}{N}
\end{array}\right]
$$

This is exactly the centering matrix as defined in [8], which, when multiplied with a vector, has the effect of subtracting the mean of the components of a vector from every component of that vector. Centering matrices have convenient properties; namely they are symmetric positive semi-definite, singular with a single eigenvalue of 0 , and all of the rows and columns sum to 0 . We point out that these properties are consistent with those of graph Laplacian
matrices.
Due to the fact that the centering matrix's operation translates a vector to the origin, it will have the property that $L X^{T}=X^{T} \rightarrow X L X^{T}=X X^{T}$ for all matrices $X$ that are already centered. This is because, for $N$ samples with zero mean $\left(\sum_{i} x_{i}=0\right)$, we get

$$
\begin{aligned}
\frac{N-1}{N} x_{1}-\sum_{i=2}^{N} \frac{x_{i}}{N} & =x_{1}-\frac{x_{1}}{N}-\sum_{i=2}^{N} \frac{x_{i}}{N} \\
& =x_{1}-\sum_{i=1}^{N} \frac{x_{i}}{N} \\
& =x_{1}
\end{aligned}
$$

This naturally generalizes to any index, not just the first. So by defining $L$ as a fully connected adjacency matrix with edge weights $\frac{1}{N}$, we have a graph embedding that fully represents PCA's optimization criterion.

### 4.2 Deriving PCA's kernels and optimization criteria

Given a data set $\left\{x_{i}\right\}_{i=1}^{N} \subset \mathbb{R}^{n}$ represented as a matrix $X \in \mathbb{R}^{n \times N}$, we can interpret multidimensional scaling (MDS) [9] as finding a data set $Y \in \mathbb{R}^{m \times N}$ that minimizes the functional,

$$
F_{\mathrm{MDS}}(X, Y)=\left\|X^{\top} X-Y^{\top} Y\right\|_{F}^{2}=\sum_{i, j=1}^{N}\left(\left(X^{\top} X\right)_{i j}-\left(Y^{\top} Y\right)_{i j}\right)^{2}=\sum_{i, j=1}^{N}\left(x_{i}^{\top} x_{j}-y_{i}^{\top} y_{j}\right)^{2}
$$

Notice that $F_{\text {MDS }}$ compares the inner products in the original data set, $X$, to those in the lower-dimensional data set $Y$. These inner products are invariant to orthogonal transformations but they are not invariant to translations. The following theorem shows that optimally preserving the inner products requires applying PCA without centering. Later
we will see that PCA with centering optimally preserves the pairwise distances, which are invariant to both orthogonal transformations and translations.

Theorem 1 (Multi-Dimensional Scaling (MDS)). Let $\left\{x_{i}\right\}_{i=1}^{N} \subset \mathbb{R}^{n}$ have Gram matrix $G_{i j}=x_{i}^{\top} x_{j}$ with orthogonal eigendecomposition $G=Q D Q^{\top}$. The point set $\left\{y_{i}\right\}_{i=1}^{N} \subset \mathbb{R}^{m}$, that minimizes $F_{\mathrm{MDS}}(X, Y)$ is given by $Y=S V^{\top}$ where $S_{i i}=\sqrt{D_{i i}}$ for $i=1, \ldots, m$ and $V$ is given by the first $m$ columns of $Q$.

Proof. First, expand the cost functional as,

$$
F_{\mathrm{MDS}}(X, Y)=\sum_{i, j=1}^{N} x_{i}^{\top} x_{j} x_{i}^{\top} x_{j}-2 x_{i}^{\top} x_{j} y_{i}^{\top} y_{j}+y_{i}^{\top} y_{j} y_{i}^{\top} y_{j}
$$

Computing the gradient with respect to $y_{k} \in \mathbb{R}^{m}$ we find,

$$
\begin{aligned}
\nabla_{y_{k}} F_{\mathrm{MDS}}(X, Y) & =\sum_{i, j=1}^{N}-\delta_{i k} 2 x_{i}^{\top} x_{j} y_{j}-\delta_{j k} 2 x_{i}^{\top} x_{j} y_{i}+2 \delta_{i k} y_{i}^{\top} y_{j} y_{j}+2 \delta_{j k} y_{i}^{\top} y_{j} y_{i} \\
& =\sum_{i=1}^{N}-2 x_{k}^{\top} x_{i} y_{i}-2 x_{i}^{\top} x_{k} y_{i}+2 y_{k}^{\top} y_{i} y_{i}+2 y_{i}^{\top} y_{k} y_{i} \\
& =4 \sum_{i=1}^{N} y_{i} y_{i}^{\top} y_{k}-y_{i} x_{i}^{\top} x_{k} \\
& =4 Y Y^{\top} y_{k}-4 Y X^{\top} x_{k} .
\end{aligned}
$$

Setting these gradients equal to zero we find $Y Y^{\top} y_{k}=Y X^{\top} x_{k}$ for $k=1, \ldots, N$ and combining all these equations we have

$$
\begin{equation*}
Y Y^{\top} Y=Y X^{\top} X \tag{4.3}
\end{equation*}
$$

as a necessary condition for an optimum.
Notice that $F_{\mathrm{MDS}}(X, Y)$ is invariant to orthogonal transformations of $X$ since when
$U^{\top} U=I$ then,

$$
F_{\mathrm{MDS}}(U X, Y)=\left\|(U X)^{\top} U X-Y^{\top} Y\right\|_{F}^{2}=\left\|X^{\top} X-Y^{\top} Y\right\|_{F}^{2}=F_{\mathrm{MDS}}(X, Y)
$$

and similarly for orthogonal transformations of $Y$. This means that if $Y=U S V^{\top}$ is the singular value decomposition of $Y$ we can redefine $Y \rightarrow U^{\top} Y=S V^{\top}$. Thus, without loss of generality, we can assume that $Y$ has SVD $Y=S V^{\top}$. Thus, we can rewrite (4.3) as,

$$
S V^{\top} V S^{2} V^{\top}=S V^{\top} Q D Q^{\top}
$$

so that,

$$
S^{2} V^{\top}=V^{\top} Q D Q^{\top}
$$

and,

$$
\begin{equation*}
S^{2}=V^{\top} Q D Q^{\top} V \tag{4.4}
\end{equation*}
$$

which implies that $V$ selects $m$ of the $N$ eigenvalues of $X^{\top} X$. Returning to the cost functional, we have,

$$
\begin{aligned}
F_{\mathrm{MDS}}(U X, Y) & =\left\|X^{\top} X-Y^{\top} Y\right\|_{F}^{2}=\left\|Q D Q^{\top}-V S^{2} V^{\top}\right\|_{F}^{2} \\
& =\left\|Q D Q^{\top}-V V^{\top} Q D Q^{\top} V V^{\top}\right\|_{F}^{2} \\
& =\left\|D-Q^{\top} V V^{\top} Q D Q^{\top} V V^{\top} Q\right\|_{F}^{2}
\end{aligned}
$$

where the last step follows from the invariance of the Frobenius norm to orthogonal transformations. Notice that $Q^{\top} V V^{\top} Q$ is an $N \times N$ matrix with rank- $m$ and minimizing $F_{\text {MDS }}$ requires that $Q^{\top} V V^{\top} Q=\left(\begin{array}{cc}I_{m \times m} & 0_{m \times(N-m)} \\ 0_{(N-m) \times m} & 0_{(N-m) \times(N-m)}\end{array}\right)$ so that $V^{\top} Q=\left[\begin{array}{ll}I_{m \times m} & 0_{m \times(N-m)}\end{array}\right]$
and thus $V$ contains the first $m$ columns of $Q$ and so by (4.4) we have $S_{i i}^{2}=D_{i i}$ for $i=1, \ldots, m$.

Next we show that the MDS solution is identical to the PCA projection but without the centering step.

Corollary 1 (Uncentered Principal Component Analysis (PCA)). Let $\left\{x_{i}\right\}_{i=1}^{N} \subset \mathbb{R}^{n}$ have uncentered covariance matrix $C=X X^{\top}=\sum_{i=1}^{N} x_{i} x_{i}^{\top}$ with orthogonal eigendecomposition $C=W \Lambda W^{\top}$ with $\Lambda_{11} \geq \cdots \geq \Lambda_{n n}$. The point set $\left\{y_{i}\right\}_{i=1}^{N} \subset \mathbb{R}^{m}$, that minimizes $F_{\mathrm{MDS}}(X, Y)$ is given by the PCA projection, $Y=\left[\begin{array}{ll}I_{m \times m} & 0_{m \times(n-m)}\end{array}\right] W^{\top} X$.

Proof. Let $X$ have SVD given by $X=\tilde{U} \tilde{S} \tilde{V}^{\top}$ so that $X X^{\top}=\tilde{U} \tilde{S}^{2} \tilde{U}^{\top}=W \Lambda W^{\top}$ and $X^{\top} X=\tilde{V} \tilde{S}^{2} \tilde{V}^{\top}=Q D Q^{\top}$. Together with uniqueness of the eigendecomposition, these facts imply that $X=\left[\begin{array}{ll}W & \tilde{W}\end{array}\right] \sqrt{D} Q^{\top}$ for some orthogonal matrix $\tilde{W} \in \mathbb{R}^{n \times(N-n)}$ and $D_{i i}=\tilde{S}_{i i}^{2}=\Lambda_{i i}$ for $i=1, \ldots, m$. The PCA projection is given by,

$$
\begin{aligned}
{\left[\begin{array}{ll}
I_{m \times m} & 0_{m \times(n-m)}
\end{array}\right] W^{\top} X } & =\left[\begin{array}{ll}
I_{m \times m} & 0_{m \times(n-m)}
\end{array}\right] W^{\top}\left[\begin{array}{ll}
W & \tilde{W}
\end{array}\right] \sqrt{D} Q^{\top} \\
& =\left[\begin{array}{ll}
I_{m \times m} & 0_{m \times(n-m)}
\end{array}\right]\left[\begin{array}{ll}
I_{n \times n} & 0_{n \times(N-n)}
\end{array}\right] \sqrt{D} Q^{\top} \\
& =\left[\begin{array}{ll}
I_{m \times m} & 0_{m \times(N-m)}
\end{array}\right] \sqrt{D} Q^{\top} \\
& =S\left[\begin{array}{ll}
I_{m \times m} & 0_{m \times(N-m)}
\end{array}\right] Q^{\top} \\
& =S V^{\top}
\end{aligned}
$$

which is identical to the solution from Theorem 1.

The previous theorem shows that PCA without centering optimally preserves the inner products (in the sum-of-squares sense). Our goal is to interpret PCA/MDS with centering as finding the embedding $Y$ that optimally preserves pairwise distances. In other words, we
will show that PCA with centering minimizes the functional,

$$
F_{\mathrm{PCA}}(X, Y)=\left\|L\left(E^{X}-E^{Y}\right)\right\|_{F}^{2}=\sum_{i, j=1}^{N}\left(\left\|x_{i}-x_{j}\right\|^{2}-\left\|y_{i}-y_{j}\right\|^{2}\right)^{2}-2\left(\left\|x_{i}\right\|^{2}-\left\|y_{i}\right\|^{2}\right)^{2}
$$

where $E_{i j}^{X}=\left\|x_{i}-x_{j}\right\|^{2}$ and $E_{i j}^{Y}=\left\|y_{i}-y_{j}\right\|^{2}$ are the matrices of pairwise squared distances and $L$ is the Laplacian weight matrix described below.

In order to understand why centered PCA minimizes $F_{\text {PCA }}$, we need to consider the following Laplacian matrix (also called the centering matrix),

$$
L=D-A=\left[\begin{array}{ccc}
\frac{N-1}{N} & \cdots & -\frac{1}{N}  \tag{4.5}\\
\vdots & \ddots & \vdots \\
-\frac{1}{N} & \cdots & \frac{N-1}{N}
\end{array}\right]
$$

where $A=\frac{1}{N} \overrightarrow{1} \overrightarrow{1}^{\top}$ so that $A_{i j}=1 / N$ is the adjacency matrix of an all-to-all weighted graph with equal graph weights and $D=I$ is the associated degree matrix since $D_{i i}=\sum_{j=1}^{N} A_{i j}$. We call $L$ the centering matrix because it 'centers' vectors by subtracting their mean, namely,

$$
L \vec{v}=D \vec{v}-A \vec{v}=\vec{v}-\left(\frac{1}{N} \overrightarrow{1}^{\top} \vec{v}\right) \overrightarrow{1}=\vec{v}-\left(\frac{1}{N} \sum_{i=1}^{N} \vec{v}_{i}\right) \overrightarrow{1} .
$$

This means that $L \overrightarrow{1}=\overrightarrow{0}$ and $L$ will yield zero when applied to any constant vector. Since $L$ sends non-zero vectors to zero, it cannot be invertible, however, if $\vec{v}$ is orthogonal to the constant vector then $\overrightarrow{1}^{\top} \vec{v}=\overrightarrow{0}$ so, $L \vec{v}=\vec{v}$. Thus, $L$ acts as the identity on the subspace orthogonal to the constant vector, and it is invertible on this subspace.

The importance of $L$ is due to the connection between distances and inner products, namely,

$$
\|\vec{v}-\vec{u}\|^{2}=\langle\vec{v}-\vec{u}, \vec{v}-\vec{u}\rangle=\|\vec{v}\|^{2}+\|\vec{u}\|^{2}-2\langle\vec{v}, \vec{u}\rangle .
$$

The following lemma connects the Gram matrix to the matrix of squared pairwise distances using $L$ through a formula/process known as double centering.

Lemma 1. Let $\left\{x_{i}\right\}_{i=1}^{N}$ be centered, so $\sum_{i=1}^{N} x_{i}=0$, with Gram matrix $G_{i j}=x_{i}^{\top} x_{j}$ and squared pairwise distance matrix $E_{i j}=\left\|x_{i}-x_{j}\right\|^{2}$ then,

$$
G=-\frac{1}{2} L E L
$$

Proof. Note that $E_{i j}=\left\|x_{i}\right\|^{2}+\left\|x_{j}\right\|^{2}-2\left\langle x_{i}, x_{j}\right\rangle=G_{i i}+G_{j j}-2 G_{i j}$ so

$$
E=\vec{g} \overrightarrow{1}^{\top}+\overrightarrow{1} \vec{g}^{\top}-2 G
$$

where $\vec{g}=\operatorname{diag}(G)$ so $\vec{g}_{i}=G_{i i}$. Thus,

$$
L E=L \vec{g} \overrightarrow{1}^{\top}+L \overrightarrow{1} \vec{g}^{\top}-2 L G=L \vec{g} \overrightarrow{1}^{\top}-2 L G
$$

since $L \overrightarrow{1}=\overrightarrow{0}$. Moreover, since the data is centered, each column of $G$ is centered, $\sum_{i=1}^{N} G_{i j}=$ $\left(\sum_{i=1}^{N} x_{i}\right)^{\top} x_{j}=\overrightarrow{0}$. Thus, $L G=G$ so we have $L E=L \vec{g} \overrightarrow{1}^{\top}-2 G$. Multiplying on the right by $L$ we have,

$$
L E L=L \vec{g} \overrightarrow{1}^{\top} L-2 G L=-2 G
$$

since $\overrightarrow{1}^{\top} L=\overrightarrow{0}^{\top}$ and $G L=G$ since the data is centered. Finally, $G=-\frac{1}{2} L E L$.

Starting from a matrix $E$, the process of computing $L E L$ is equivalent to subtracting the row average from each row, then subtracting the column average from each column, and then adding the total average of $E$ to each entry. This process is called double centering and as shown above it recovers the Gram matrix from the matrix of pairwise distances when the underlying data is centered. Moreover, since the matrix of pairwise distances is invariant to translations, even when the original data set is not centered, the process of constructing
$E$ and then double centering will construct the Gram matrix of the centered data. Thus, constructing the Gram matrix from the matrix of pairwise distances implicitly centers the data. This immediately yeilds the following characterization of PCA.

Theorem 2 (Principal Component Analysis (PCA)). Let $\left\{x_{i}\right\}_{i=1}^{N} \subset \mathbb{R}^{n}$ have mean $\mu=$ $\frac{1}{N} \sum_{i=1}^{N} x_{i}$ and centered covariance matrix $C=X L X^{\top}=\left(X-\mu \overrightarrow{1}^{\top}\right)\left(X-\mu \overrightarrow{1}^{\top}\right)^{\top}=$ $\sum_{i=1}^{N}\left(x_{i}-\mu\right)\left(x_{i}-\mu\right)^{\top}$ with orthogonal eigendecomposition $C=W \Lambda W^{\top}$ with $\Lambda_{11} \geq \cdots \geq$ $\Lambda_{n n}$. The centered point set $\left\{y_{i}\right\}_{i=1}^{N} \subset \mathbb{R}^{m}$, that minimizes $F_{\mathrm{PCA}}(X, Y)$ is given by the PCA projection, $Y=\left[\begin{array}{ll}I_{m \times m} & 0_{m \times(n-m)}\end{array}\right] W^{\top}\left(X-\mu \overrightarrow{1}^{\top}\right)$.

Proof. Let $\tilde{X}=X L=X-\mu \hat{1}^{\top}$ be the centered data and let $E_{i j}=\left\|x_{i}-x_{j}\right\|^{2}=\| \tilde{x}_{i}-$ $\tilde{x}_{j} \|^{2}$ and $E_{i j}^{Y}=\left\|y_{i}-y_{j}\right\|^{2}$ be the matrices of pairwise distances. Thus, we can write $F_{\mathrm{PCA}}(X, Y)=\left\|L\left(E-E^{Y}\right) L\right\|_{F}^{2}$ and since $\tilde{X}$ is centered, Corollary 1 says that $Y$ minimizes,

$$
\begin{aligned}
F_{\mathrm{MDS}}(\tilde{X}, Y) & =\left\|\tilde{X}^{\top} \tilde{X}-Y^{\top} Y\right\|_{F}^{2}=\frac{1}{4}\left\|L E L-L E^{Y} L\right\|_{F}^{2}=\frac{1}{4}\left\|L\left(E-E^{Y}\right) L\right\|_{F}^{2} \\
& =\frac{1}{4} \sum_{k, l=1}^{N}\left(\sum_{i, j=1}^{N} L_{k i}\left(E_{i j}-E_{i j}^{Y}\right) L_{j l}\right)^{2} \\
& =\frac{1}{4} \sum_{k, l=1}^{N} \sum_{i, j, r, s=1}^{N} L_{k i} L_{k r} L_{j l} L_{s l}\left(E_{i j}-E_{i j}^{Y}\right)\left(E_{r s}-E_{r s}^{Y}\right) \\
& =\frac{1}{4} \sum_{i, j, r, s=1}^{N} L_{i r} L_{j s}\left(E_{i j}-E_{i j}^{Y}\right)\left(E_{r s}-E_{r s}^{Y}\right) \\
& =\frac{1}{4}\left\|L\left(E-E^{Y}\right)\right\|_{F}^{2}
\end{aligned}
$$

and thus $Y$ minimizes $F_{\mathrm{PCA}}$.

We can further simplify the expression for $F_{\mathrm{PCA}}$ as,

$$
\begin{aligned}
F_{\mathrm{PCA}}(X, Y) & =\left\|L\left(E-E^{Y}\right)\right\|_{F}^{2} \\
& =\sum_{i, j, r, s=1}^{N} L_{i r} L_{j s}\left(E_{i j}-E_{i j}^{Y}\right)\left(E_{r s}-E_{r s}^{Y}\right) \\
& =\sum_{i, j, r, s=1}^{N}\left(\delta_{i r}-1 / N\right)\left(\delta_{j s}-1 / N\right)\left(E_{i j}-E_{i j}^{Y}\right)\left(E_{r s}-E_{r s}^{Y}\right) \\
& =\sum_{i, j, r, s=1}^{N}\left(\delta_{i r} \delta_{j s}-\delta_{i r} / N-\delta_{j s} / N+1 / N^{2}\right)\left(E_{i j}-E_{i j}^{Y}\right)\left(E_{r s}-E_{r s}^{Y}\right) \\
& =\left\|E-E^{Y}\right\|_{F}^{2}-\frac{2}{N} \sum_{i, j, s=1}^{N}\left(E_{i j}-E_{i j}^{Y}\right)\left(E_{i s}-E_{i s}^{Y}\right)+\frac{1}{N^{2}}\left(\sum_{i, j=1}^{N} E_{i j}-E_{i j}^{Y}\right)^{2} .
\end{aligned}
$$

Now note that since the data is centered we have $\sum_{i=1}^{N} E_{i j}=\sum_{i=1}^{N}\left\|x_{i}\right\|^{2}+\left\|x_{j}\right\|^{2}-$ $2\left\langle x_{i}, x_{j}\right\rangle=N\left\|x_{j}\right\|^{2}+\sum_{i=1}^{N}\left\|x_{i}\right\|^{2}$ so setting $e_{i}=\left\|x_{i}\right\|^{2}-\left\|y_{i}\right\|^{2}$ we have, $\sum_{i=1}^{N} E_{i j}-E_{i j}^{Y}=$ $N e_{j}+\sum_{i=1}^{N} e_{i}$. This allows us to write,

$$
\begin{aligned}
F_{\mathrm{PCA}}(X, Y) & =\left\|E-E^{Y}\right\|_{F}^{2}-\frac{2}{N} \sum_{i=1}^{N}\left(N e_{i}+\sum_{j=1}^{N} e_{j}\right)^{2}+\frac{1}{N^{2}}\left(2 N \sum_{i=1}^{N} e_{i}\right)^{2} \\
& =\left\|E-E^{Y}\right\|_{F}^{2}-\frac{2}{N} \sum_{i=1}^{N}\left(N^{2} e_{i}^{2}+N e_{i} \sum_{j=1}^{N} e_{j}+\sum_{j, s=1}^{N} e_{j} e_{s}\right)+4 \sum_{i, j=1}^{N} e_{i} e_{j} \\
& =\left\|E-E^{Y}\right\|_{F}^{2}-2 N \sum_{i=1}^{N} e_{i}^{2} \\
& =\sum_{i, j=1}^{N}\left(\left\|x_{i}-x_{j}\right\|^{2}-\left\|y_{i}-y_{j}\right\|^{2}\right)^{2}-2\left(\left\|x_{i}\right\|^{2}-\left\|y_{i}\right\|^{2}\right)^{2}
\end{aligned}
$$

### 4.3 Identifying PCA in terms of the framework

We can now proceed by identifying the constituent components of PCA within our framework. Recall that we defined our problem as finding dataset $Y$ that will minimize the following expression

$$
F(X, Y)=\tilde{F}\left(D^{X}, D^{Y}\right)=\sum_{i, j}^{N} \hat{F}\left(S^{X}\left(v\left(D_{i}^{X}\right), v\left(D_{j}^{X}\right)\right), S^{Y}\left(w\left(D_{i}^{Y}\right), w\left(D_{j}^{Y}\right)\right)\right)
$$

Thus, we can fully represent PCA through its constituent components:

- $\hat{F}$ is the Euclidean distance, making $\tilde{F}$ the Frobenius norm
- $v\left(D_{i}^{X}\right)=L\left(D_{i}^{X}\right)^{\mathrm{T}}$ and $w\left(D_{i}^{Y}\right)=L\left(D_{i}^{Y}\right)^{\mathrm{T}}$
- $S^{X}(a, b)=a$ and $S^{Y}(a, b)=a$. These are arbitrarily chosen to be the first element since the kernels are already symmetric.


## Chapter 5: Applying the Framework to tSNE

We begin by recognizing that tSNE does not cleanly fit into the framework. This can be clearly seen through the inconsistent normalization between the high- and low-dimensional spaces. Namely, tSNE normalizes the high-dimensional probabilities across rows of the matrix, whereas the low-dimensional kernels are normalized across the entire matrix. Thus, when they are minimizing the KL, the authors are actually comparing $N$ high-dimensional distributions to a single low-dimensional one.

We, however, defined our framework with

$$
F(X, Y)=\tilde{F}\left(D^{X}, D^{Y}\right)=\sum_{i, j}^{N} \hat{F}\left(S^{X}\left(v\left(D_{i}^{X}\right), v\left(D_{j}^{X}\right)\right), S^{Y}\left(w\left(D_{i}^{Y}\right), w\left(D_{j}^{Y}\right)\right)\right) .
$$

This requires that our kernels depend only on rows of the similarity matrices, disallowing a matrix-wise normalization factor. The reader may ask why the framework was defined in such a way so as to not generalize for tSNE's normalization. We note, however, that tSNE is a strict outlier in its treatment of the probability distributions. We have not found another algorithm that uses a similar asymmetric normalization pattern. Thus, rather than generalizing our framework to such an extent that it bears no information, we instead choose to identify tSNE as the outlier.

We proceed by a significantly more in-depth proof by contradiction. To do this, we will assume that tSNE does fit into the more specific framework, discuss what this would mean, and then show why it is not the case.

### 5.1 Formulating t-SNE in terms of Bernoulli random variables

The naive method for reparameterizing t-SNE in terms of Bernoulli random variables is to remove the scaling terms in t-SNE's kernel functions. Specifically, the high-dimensional t-SNE kernel is the Gaussian distribution

$$
\begin{gathered}
p_{j \mid i}=\frac{\exp \left(-\left\|y_{i}-y_{j}\right\|^{2} / 2 \sigma_{i}^{2}\right)}{\sum_{\substack{k=1 \ldots n \\
k \neq i}} \exp \left(-\left\|y_{i}-y_{k}\right\|^{2} / 2 \sigma_{i}^{2}\right)}, \text { and } \\
p_{i j}=p_{j i}=\frac{p_{j \mid i}+p_{i \mid j}}{2},
\end{gathered}
$$

where $\sigma_{i}$ is chosen to provide a user-defined perplexity. To simplify the notation, we denote the row-sum denominator in the high-dimensional space by $Z_{i}^{X}$ for row $i$. The normalization term in the denominator establishes that all of these $p_{j \mid i}$ 's make up a probability distribution across all of point $i$ 's incoming edges. Removing this normalization term gives us Bernoulli random variables

$$
E_{j \mid i}^{X}=\exp \left(-\left\|y_{i}-y_{j}\right\|^{2} / 2 \sigma_{i}^{2}\right),
$$

where the likelihood of the edge not existing is simply $1-E_{j \mid i}^{X}$.
We can do the same in the low-dimensional student-T distribution. Recall that t-SNE's low-dimensional kernel is given by

$$
q_{i j}=\frac{\left(1+\left\|y_{i}-y_{j}\right\|^{2}\right)^{-1}}{\sum_{k \neq l}\left(1+\left\|y_{k}-y_{l}\right\|^{2}\right)^{-1}}=\frac{w\left(D\left(y_{i}, y_{j}\right)\right)}{Z^{Y}}
$$

where $w\left(D^{Y}\left(y_{i}, y_{j}\right)\right)$ is the low-dimensional kernel of the distance as defined in 3.1, which we refer to as $w_{i j}$ going forward. However, notice that the normalization term occurring
here is dividing by $\sum_{k \neq l}\left(1+\left\|y_{k}-y_{l}\right\|^{2}\right)^{-1}$. This is now with respect to all pairs of nonidentical points rather than just all of point $i$ 's incoming edges. As such, it is not sufficient to remove the normalization terms in t-SNE's high- and low-dimensional kernels blindly, as that would introduce extraneous scaling into the optimization. Going forward, we define this matrix-sum denominator in the low dimensional space by $Z^{Y}$.

To maintain the appropriate scaling between the high- and low-dimensional distributions, we will remove the scaling along the rows of both the high- and low-dimensional adjacency matrices. Due to the symmetry of the low-dimensional representation, however, we arbitrarily choose to remove the low-dimensional scaling across columns rather than rows. That way we will still have row-wise summations in the low-dimensional space and can maintain consistent notation. Therefore, our t-SNE Bernoulli random variables are defined in the high-dimensional space with the kernel

$$
\begin{equation*}
E_{j \mid i}^{X}=\exp \left(-\left\|y_{i}-y_{j}\right\|^{2} / 2 \sigma_{i}^{2}\right) ; \text { with } p_{j \mid i}=\frac{E_{j \mid i}^{X}}{\sum_{\substack{k=1 \ldots n \\ k \neq i}} \exp \left(-\left\|y_{i}-y_{k}\right\|^{2} / 2 \sigma_{i}^{2}\right)}=\frac{E_{j \mid i}^{X}}{Z_{i}^{X}} . \tag{5.1}
\end{equation*}
$$

We then refer to the high dimensional symmetrized kernel $E_{i j}^{X}$ as the symmetrization function $S$ applied to the two conditional kernels, so

$$
\begin{equation*}
E_{i j}^{X}=S\left(E_{j \mid i}^{X}, E_{i \mid j}^{X}\right) \tag{5.2}
\end{equation*}
$$

Similarly, the low-dimensional ones are defined with the row-normalized kernel

$$
\begin{equation*}
E_{j \mid i}^{Y}=\frac{w_{i j}}{\sum_{\substack{k=1 \ldots n \\ k \neq i}} w_{i k}}=\frac{w_{i j}}{Z_{i}^{Y}} ; \text { with } q_{i j}=\frac{E_{i j}^{Y} \cdot Z_{i}^{Y}}{\sum_{k} Z_{k}^{Y}} \tag{5.3}
\end{equation*}
$$

where we define the row-sum denominator in the low-dimensional space by $Z_{i}^{Y}$ for row $i$.

Applying the general symmetrization function $S$, we have

$$
\begin{equation*}
E_{i j}^{Y}=S\left(E_{j \mid i}^{Y}, E_{i \mid j}^{Y}\right) \tag{5.4}
\end{equation*}
$$

### 5.2 Establishing similarities in optimization criteria

We now aim to show that t-SNE's original optimization criterion is similar to optimizing the above Bernoulli random variable interpretation.

First, let us understand t-SNE's optimization formulation. They minimize the KL divergence between the high- and low-dimensional distributions. This amounts to minimizing the sum

$$
\mathrm{KL}(P \| Q)=\sum_{i \neq j}\left[p_{i j} \log \frac{p_{i j}}{q_{i j}}\right] .
$$

Since we are optimizing with respect to the low-dimensional points $Q$, this amounts to minimizing $-\sum_{i \neq j}\left[p_{i j} \log \left(q_{i j}\right)\right]$.

We now aim to interpret the $q_{i j}$ variables in terms of their Bernoulli random variables $E_{i j}^{Y}=\frac{\left(1+\left\|y_{i}-y_{j}\right\|^{2}\right)^{-1}}{Z_{i}^{Y}}$. First, recall that $q_{i j}=\frac{E_{i j}^{Y} \cdot Z_{i}^{Y}}{\sum_{k} Z_{k}^{Y}}$. Plugging this in gives us

$$
\mathrm{KL}(P \| Q)=-\sum_{i \neq j}\left[p_{i j} \log \left(\frac{E_{i j}^{Y} \cdot Z_{i}^{Y}}{\sum_{l} Z_{l}^{Y}}\right)\right] .
$$

We separate the log to obtain

$$
\mathrm{KL}(P \| Q)=-\sum_{i \neq j}\left[p_{i j}\left(\log \left(E_{i j}^{Y}\right)+\log \left(Z_{i}^{Y}\right)-\log \left(\sum_{l} Z_{l}^{Y}\right)\right)\right] .
$$

Looking at the elements, we see

1. $\log \left(E_{i j}^{Y}\right)$ - the edge weight for the Laplacian as we defined it in the low-dimensional space
2. $\log \left(Z_{i}^{Y}\right)$ - the row-wise normalization term of the low-dimensional kernel
3. $\log \left(\sum_{l} Z_{l}^{Y}\right)$ - a sum over the low-dimensional adjacency matrix

Distributing appropriately gives us three minimization criteria of:

## List of tSNE Forces 1.

1. 

$$
-\sum_{i \neq j}\left[p_{i j} \log \left(E_{i j}^{Y}\right)\right]
$$

This seeks to maximize the likelihood of the edge existing in the low-dimensional space in accordance with how likely it is to exist in the high-dimensional space.
2.

$$
-\sum_{i \neq j}\left[p_{i j} \log \left(Z_{i}^{Y}\right)\right]
$$

This tries to maximize the normalization term for each low-dimensional edge.
3.

$$
\sum_{i \neq j}\left[p_{i j} \log \left(\sum_{l} Z_{l}^{Y}\right)\right]
$$

This is a weighted L1 penalty on the entire low-dimensional adjacency matrix.
Each of these is scaled by the high-dimensional probability that the two points are nearest neighbors.

We now look at the optimization problem from the Bernoulli interpretation and hope to arrive to a similar set of forces. Recall from equation 3.2 that the cross-entropy over Bernoulli random variables $v$ and $w$ is $H(v, w)=-v(x) \log (w(x))-(1-v(x)) \log (1-w(x))$.

The sum of cross entropies across all the edges, then, come out to

$$
H(X, Y)=-\sum_{i \neq j}\left[-E_{i j}^{X} \log \left(E_{i j}^{Y}\right)-\left(1-E_{i j}^{X}\right) \log \left(1-E_{i j}^{Y}\right)\right]
$$

The first term in the sum is exactly the first force that we just derived in (1), up to different constants. This makes sense, as we are optimizing the edge weights according to their Bernoulli kernels that don't have any scaling. To show equivalence it is therefore sufficient to show that the forces from $-\left(1-E_{i j}^{X}\right) \log \left(1-E_{i j}^{Y}\right)$ are equivalent to the last two forces in (1). Looking at the gradients of this remaining term, we get

$$
\nabla_{y_{i}} \sim-\left(1-E_{i j}^{X}\right) \nabla_{i} \log \left(1-E_{i j}^{Y}\right)=-\left(1-E_{i j}^{X}\right) \nabla_{i} \log \left(1-E_{i j}^{Y}\right)
$$

where $E_{i j}^{X}$ is the constant term $E_{i j}^{X}=S^{Y}\left(E_{j \mid i}^{X}, E_{i \mid j}^{X}\right)$ in the Bernoulli optimization criterion.
Handling the gradient of the log gives us the derivative in terms of $E_{i j}^{Y}$ as

$$
\nabla_{y_{i}} \sim \frac{1-E_{i j}^{X}}{1-E_{i j}^{Y}} \nabla_{i} E_{i j}^{Y}
$$

To look at the forces, let us decompose the $E_{i j}^{Y}$ into its constituent $w_{i j}$ functions. Recall that

$$
E_{i j}^{Y}=S^{Y}\left(E_{j \mid i}^{Y}, E_{i \mid j}^{Y}\right)=S^{Y}\left(\frac{w_{i j}}{Z_{i}^{Y}}, \frac{w_{i j}}{Z_{j}^{Y}}\right)=S^{Y}\left(\frac{w_{i j}}{\sum_{\substack{k=1 \ldots . n \\ k \neq i}} w_{i k}}, \frac{w_{i j}}{\sum_{\substack{k=1 . \ldots n \\ k \neq j}} w_{j k}}\right)
$$

Plugging this in gives us the gradient for point $y$ as

$$
\nabla_{y_{i}} \sim \frac{1-E_{i j}^{X}}{1-E_{i j}^{Y}} \nabla_{i} S^{Y}\left(\frac{w_{i j}}{Z_{i}^{Y}}, \frac{w_{i j}}{Z_{j}^{Y}}\right)
$$

Because we are currently using the Bernoulli edge likelihood interpretation, we can plug in the symmetrization function $S(a, b)=a+b-a b$.

$$
\nabla_{y_{i}} \sim \frac{1-E_{i j}^{X}}{1-E_{i j}^{Y}} \nabla_{i}\left(\frac{w_{i j}}{Z_{i}^{Y}}+\frac{w_{i j}}{Z_{j}^{Y}}-\frac{w_{i j}}{Z_{i}^{Y}} \cdot \frac{w_{i j}}{Z_{j}^{Y}}\right)
$$

As a next step, we take a $w_{i j}$ out from the numerators and apply the product rule to obtain

$$
\begin{equation*}
\nabla_{y_{i}} \sim \frac{1-E_{i j}^{X}}{1-E_{i j}^{Y}}\left[\left(\nabla_{i}\left(w_{i j}\right)\right)\left(\frac{1}{Z_{i}^{Y}}+\frac{1}{Z_{j}^{Y}}-\frac{w_{i j}}{Z_{i}^{Y} \cdot Z_{j}^{Y}}\right)+w_{i j} \nabla_{i}\left(\frac{1}{Z_{i}^{Y}}+\frac{1}{Z_{j}^{Y}}-\frac{w_{i j}}{Z_{i}^{Y} \cdot Z_{j}^{Y}}\right)\right] \tag{5.5}
\end{equation*}
$$

Looking at the second gradient term $w_{i j} \nabla_{i}\left(\frac{1}{Z_{i}^{Y}}+\frac{1}{Z_{j}^{Y}}-\frac{w_{i j}}{Z_{i}^{Y} \cdot Z_{j}^{Y}}\right)$, we can distribute the gradient and apply the quotient and product rules to obtain

$$
w_{i j}\left(\frac{\nabla_{i}\left(Z_{i}^{Y}\right)}{\left(Z_{i}^{Y}\right)^{2}}+\frac{\nabla_{i}\left(Z_{j}^{Y}\right)}{\left(Z_{j}^{Y}\right)^{2}}-\frac{\nabla_{i}\left(w_{i j}\right) \cdot\left(Z_{i}^{Y} \cdot Z_{j}^{Y}\right)+w_{i j} \cdot\left[\nabla_{i}\left(Z_{i}^{Y}\right) \cdot Z_{j}^{Y}+Z_{i}^{Y} \cdot \nabla_{i}\left(Z_{j}^{Y}\right)\right]}{\left(Z_{i}^{Y} \cdot Z_{j}^{Y}\right)^{2}}\right)
$$

We plug this back into 5.5 and rearrange by the like terms $\nabla_{i}\left(w_{i j}\right)$ and $w_{i j}$ to get:

$$
\begin{aligned}
\nabla_{y_{i}} & \sim \frac{1-E_{i j}^{X}}{1-E_{i j}^{Y}}\left[\left(\nabla_{i}\left(w_{i j}\right)\right)\left(\frac{1}{Z_{i}^{Y}}+\frac{1}{Z_{j}^{Y}}-\frac{w_{i j}}{Z_{i}^{Y} \cdot Z_{j}^{Y}}-\frac{w_{i j} Z_{i}^{Y} Z_{j}^{Y}}{\left(Z_{i}^{Y} Z_{j}^{Y}\right)^{2}}\right)\right] \\
& +\frac{1-E_{i j}^{X}}{1-E_{i j}^{Y}}\left[w_{i j}\left(\frac{\nabla_{i}\left(Z_{i}^{Y}\right)}{\left(Z_{i}^{Y}\right)^{2}}+\frac{\nabla_{i}\left(Z_{j}^{Y}\right)}{\left(Z_{j}^{Y}\right)^{2}}-\frac{w_{i j} \cdot\left[\nabla_{i}\left(Z_{i}^{Y}\right) \cdot Z_{j}^{Y}+Z_{i}^{Y} \cdot \nabla_{i}\left(Z_{j}^{Y}\right)\right]}{\left(Z_{i}^{Y} \cdot Z_{j}^{Y}\right)^{2}}\right)\right]
\end{aligned}
$$

We now notice that $\nabla_{i} Z_{j}^{Y}$ is 0 for every element of the sum except for at $k=i$, so
$\nabla_{i} Z_{j}^{Y}=\nabla_{i} w_{j i}=\nabla_{i} w_{i j}$. We plug this in,

$$
\begin{aligned}
\nabla_{y_{i}} & \sim \frac{1-E_{i j}^{X}}{1-E_{i j}^{Y}}\left[\left(\nabla_{i}\left(w_{i j}\right)\right)\left(\frac{1}{Z_{i}^{Y}}+\frac{1}{Z_{j}^{Y}}-\frac{2 w_{i j} Z_{i}^{Y} Z_{j}^{Y}}{\left(Z_{i}^{Y} \cdot Z_{j}^{Y}\right)^{2}}\right)\right] \\
& +\frac{1-E_{i j}^{X}}{1-E_{i j}^{Y}}\left[w_{i j}\left(\frac{\nabla_{i}\left(Z_{i}^{Y}\right)}{\left(Z_{i}^{Y}\right)^{2}}+\frac{\nabla_{i} w_{i j}}{\left(Z_{j}^{Y}\right)^{2}}-\frac{w_{i j} \cdot \nabla_{i}\left(Z_{i}^{Y}\right) \cdot Z_{j}^{Y}}{\left(Z_{i}^{Y} \cdot Z_{j}^{Y}\right)^{2}}-\frac{w_{i j} Z_{i}^{Y} \cdot \nabla_{i} w_{i j}}{\left(Z_{i}^{Y} \cdot Z_{j}^{Y}\right)^{2}}\right)\right]
\end{aligned}
$$

and distribute accordingly:

$$
\begin{aligned}
\nabla_{y_{i}} & \sim \frac{1-E_{i j}^{X}}{1-E_{i j}^{Y}}\left[\left(\nabla_{i}\left(w_{i j}\right)\right)\left(\frac{1}{Z_{i}^{Y}}+\frac{1}{Z_{j}^{Y}}+\frac{w_{i j}}{\left(Z_{j}^{Y}\right)^{2}}-\frac{2 w_{i j} Z_{i}^{Y} Z_{j}^{Y}-w_{i j} Z_{i}^{Y}}{\left(Z_{i}^{Y} \cdot Z_{j}^{Y}\right)^{2}}\right)\right] \\
& +\frac{1-E_{i j}^{X}}{1-E_{i j}^{Y}}\left[w_{i j} \nabla_{i}\left(Z_{i}^{Y}\right)\left(\frac{1}{\left(Z_{i}^{Y}\right)^{2}}-\frac{w_{i j} Z_{j}^{Y}}{\left(Z_{i}^{Y} \cdot Z_{j}^{Y}\right)^{2}}\right)\right]
\end{aligned}
$$

We lastly write out $\nabla_{i} Z_{i}^{Y}$ in terms of the constituent $w_{i k}$ components to obtain:

$$
\begin{aligned}
\nabla_{y_{i}} & \sim \frac{1-E_{i j}^{X}}{1-E_{i j}^{Y}}\left[\left(\nabla_{i}\left(w_{i j}\right)\right)\left(\frac{1}{Z_{i}^{Y}}+\frac{1}{Z_{j}^{Y}}+\frac{w_{i j}}{\left(Z_{j}^{Y}\right)^{2}}-\frac{2 w_{i j} Z_{i}^{Y} Z_{j}^{Y}-w_{i j} Z_{i}^{Y}}{\left(Z_{i}^{Y} \cdot Z_{j}^{Y}\right)^{2}}\right)\right] \\
& +\frac{1-E_{i j}^{X}}{1-E_{i j}^{Y}}\left[w_{i j} \cdot \nabla_{i}\left[\sum_{\substack{k=1 \ldots n \\
k \neq j}} w_{i k}\right]\left(\frac{1}{\left(Z_{i}^{Y}\right)^{2}}-\frac{w_{i j} Z_{j}^{Y}}{\left(Z_{i}^{Y} \cdot Z_{j}^{Y}\right)^{2}}\right)\right]
\end{aligned}
$$

and pull the gradient terms out to the front so that we may examine their scalings.

$$
\begin{aligned}
\nabla_{y_{i}} & \sim \nabla_{i}\left(w_{i j}\right)\left[\frac{1-E_{i j}^{X}}{1-E_{i j}^{Y}}\left(\frac{1}{Z_{i}^{Y}}+\frac{1}{Z_{j}^{Y}}+\frac{w_{i j}}{\left(Z_{j}^{Y}\right)^{2}}-\frac{2 w_{i j} Z_{i}^{Y} Z_{j}^{Y}-w_{i j} Z_{i}^{Y}}{\left(Z_{i}^{Y} \cdot Z_{j}^{Y}\right)^{2}}\right)\right] \\
& +\nabla_{i} Z_{i}^{Y}\left[\frac{1-E_{i j}^{X}}{1-E_{i j}^{Y}} w_{i j} \cdot\left(\frac{1}{\left(Z_{i}^{Y}\right)^{2}}-\frac{w_{i j} Z_{j}^{Y}}{\left(Z_{i}^{Y} \cdot Z_{j}^{Y}\right)^{2}}\right)\right] .
\end{aligned}
$$

Again, recall that we are trying to show that this gradient would be equivalent to the one obtained from the second two terms of the list of tSNE forces in (1).

There we have

$$
\nabla_{y_{i}} \sim p_{i j} \nabla_{i}\left[\log \left(\sum_{l=1 \ldots n} Z_{l}^{Y}\right)-\log \left(Z_{i}^{Y}\right)\right] .
$$

Recall that $Z_{i}^{Y}=\sum_{\substack{k=1 . . . n \\ k \neq i}} w_{i k}$. This gives us a double summation in the first log, so we write $\sum_{k \neq l}$ to mean the sum over all non-diagonal elements for legibility purposes. Plugging this in and applying the chain rule to the logarithms gives us

$$
\nabla_{y_{i}} \sim p_{i j}\left[\frac{\nabla_{i}\left[\sum_{k \neq l} w_{k l}\right]}{\sum_{k \neq l} w_{k l}}-\frac{\nabla_{i}\left[\sum_{\substack{k=1 \ldots . n \\ k \neq i}} w_{i k}\right]}{\sum_{\substack{k=1 \ldots n \\ k \neq i}} w_{i k}}\right] .
$$

Note, however, that the gradient with respect to $y_{i}$ of $\sum_{k \neq l} w_{k l}$ is 0 when $k \neq i$ and $l \neq i$. Thus we can remove all of those elements from the sums. This gives us $2 \sum_{\substack{k=1 \ldots \ldots n \\ k \neq i}} w_{i k}$ on the left, as there is one row with $k=i$ and one column with $l=i$. We distribute the
numerators out to get:

$$
\nabla_{y_{i}} \sim p_{i j} \nabla_{i} Z_{i}^{Y}\left[\frac{2}{\sum_{k \neq l} w_{k l}}-\frac{1}{\sum_{\substack{k=1 \ldots n \\ k \neq i}} w_{i k}}\right]
$$

We can see that these are clearly not equivalent, as tSNE's original gradient is with respect to $Z_{i}^{Y}$, whereas the Bernoulli interpretation gives us gradients with respect to both $Z_{i}^{Y}$ and $w_{i j}$.

## Chapter 6: Incorporating UMAP

The framework took large inspiration from UMAP's approach to dimensionality reduction. As such, UMAP fits very nicely into the configuration of kernel functions. Specifically, we use UMAP's definitions of the kernel functions

$$
\begin{gathered}
v_{j \mid i}=\exp \left[\left(-d\left(x_{i}, x_{j}\right)-\rho_{i}\right) / \sigma_{i}\right] ; v_{i j}=v_{j \mid i}+v_{i \mid j}-v_{j \mid i} v_{i \mid j} \\
w_{i j}=\left(1+a| | y_{i}-y_{j} \|_{2}^{2 b}\right)^{-1}
\end{gathered}
$$

, where $v_{i j}$ is the high-dimensional likelihood of a nearest-neighbor relationship and $w_{i j}$ is the low-dimensional counterpart. Recall that $\rho_{i}$ is the distance from $x_{i}$ to its nearest neighbor, and that $\sigma_{i}$ is the result of a binary search to obtain a user-defined perplexity value.

Then $S^{X}(a, b)=a+b-a b$ and $S^{Y}(a, b)$ can be any linear interpolation of the two, as the low-dimensional kernel is already symmetric. We lastly define $\hat{F}$ as the KL divergence between the Bernoulli distributions $E_{i j}^{X}$ and $E_{i j}^{Y}$.

This concludes the definition of UMAP in terms of the framework.

## Chapter 7: Conclusion and Future Work

We have attempted to show that there is a cohesive framework that can unite seemingly separate dimensionality reduction algorithms. By relying on the fact that every such algorithm defines functionals on the distances in high- and low-dimensional space, which can be abstracted away. Despite our attempts to generalize across all of the identified algorithms, we recognize that tSNE performs an abnormal set of steps that are too different to be captured in any useful framework. Nonetheless, we identified UMAP and PCA in terms of our framework and gave in-depth analysis of what it means for tSNE to not fit into it.

There are multiple next steps that we have identified, which we devote several small sections of this chapter to.

### 7.1 Computational Analysis

Thus far, the work we have done has been purely theoretical. It remains to show that defining the framework computationally indeed successfully recreates the investigated algorithms. There are further discrepancies in the optimization schemas between the algorithms that would need to be addressed. Namely, PCA is optimized through a simple set of linear operations while tSNE and UMAP perform gradient descent. Furthermore, tSNE's and UMAP's gradient descent approaches differ in how they choose to sparsify the search space. In [10], the authors mention that they speed up tSNE's gradient descent through tree-based distance calculations to identify nearest neighbors to perform the search on. Once these nearest neighbors have been identified, tSNE sums their respective contributions across the entire dataset and applies a single step of gradient descent. While UMAP does a similar operation with respect to the nearest neighbors, it additionally performs sampling over those nearby points to further sparsify the attractive and repulsive forces.

If we were to unite these under a single computational framework, we would be interested in understanding the tradeoffs when applying gradient descent to PCA's optimization criterion. The authors in [11] showed that PCA, given some assumptions on the initialization, is guaranteed to converge with stochastic gradient descent. We hope to verify this computationally in the context of our framework.

### 7.2 Incorporating Additional Algorithms

We have additionally only discussed three dimensionality reduction algorithms. As hinted at in the introduction, there are hundreds, if not thousands, of unique approaches. While it is infeasible to apply the framework to all of them, we do hope to incorporate the most famous dimensionality reduction methods such as Isomap, Laplacian eigenmaps, and LargeVis [12] to name a few.

We can leverage the work done in [6] for the graph-based Isomap and Laplacian eigenmaps. There, the authors defined optimization criteria through graph Laplacians. However, it would remain to show theoretical guarantees on convergence of gradient descent for the above approaches.

LargeVis, on the other hand, draws inspiration from tSNE. However, it modifies the low-dimensional kernel to utilize the Bernoulli interpretation that we have already been using. Therefore, it is a perfect fit as a substitute for tSNE within our framework, as its kernel functions should nominally be very similar to those for UMAP. Furthermore, LargeVis already uses gradient descent for its optimization.

### 7.3 Ablation Studies and Searching the Space of Algorithms

Once the above algorithms have been incorporated into the framework, it would be interesting to perform ablation studies in which parameters are modified along the spectrum between algorithms. It is interesting to consider approaches that choose one algorithm's high-dimensional kernel and another's low-dimensional kernel.

We also point out that we have, in some sense, defined an invertible mapping between the spaces of kernels and the spaces of algorithms. As such, it should be possible to identify a search criterion over the space of kernels themselves, which would correspond to a search over dimensionality reduction algorithms. Given some metric defining the quality of a dimensionality reduction, we posit that it would be possible to identify new kernel functions that are particularly effective for specific datasets. This would have implications for clustering analysis as well, as dimensionality reduction algorithms are often intimately linked to clustering approaches.
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