Real-time tracking of neuronal network structure using data assimilation
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A nonlinear data assimilation technique is applied to determine and track effective connections between ensembles of cultured spinal cord neurons measured with multielectrode arrays. The method is statistical, depending only on confidence intervals, and requiring no form of arbitrary thresholding. In addition, the method updates connection strengths sequentially, enabling real-time tracking of nonstationary networks. The ensemble Kalman filter is used with a generic spiking neuron model to estimate connection strengths as well as other system parameters to deal with model mismatch. The method is validated on noisy synthetic data from Hodgkin-Huxley model neurons before being used to find network connections in the neural culture recordings.
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I. INTRODUCTION

A dynamic of particular interest in neuronal networks is the connectivity development. Connectivity changes as a function of network development and in response to applied electrical or pharmacological stimuli. Tracking these changes is essential for understanding the underlying dynamical evolution of the network, and serves as a valuable tool for experimental interventions.

A method for tracking connectivity should ideally meet several criteria. First, it should be statistical in nature. A strictly statistically based method will require only a predetermined confidence level, removing the need to provide an arbitrary decision threshold or decide how to make conclusions from a receiver operating characteristic (ROC) curve. Second, the method should be robust to error. We are typically interested in error caused by system noise, and error caused by a mismatch in dynamics between acquired data and the model used to represent the data. Third, the method should have sequential, or real-time, implementation capability. Real-time analysis of a network’s structure is particularly important in experimental scenarios where feedback is critical for interventions.

This article describes a method for tracking connectivity in neuronal networks that meets these three criteria.

Methods for detecting network links from complex time series have been the focus of several recent studies. The analysis of interactions between nonlinear processes was pursued in [1,2], and ideas from compressed sensing were introduced in [3]. The concept of Granger causality [4] has been exploited by calculating partial directed coherence in [5].

Parallel to these developments are a wide range of connectivity methods for spike train measurements. Higher moment methods such as coherence, joint densities, and cumulant spectra were pursued in [6–8]. An information theory approach was proposed in [9]. Maximum likelihood methods for spike train neuronal interaction were investigated in [10–13]. These methods do not meet the first criteria of being statistically based.

The Cox method, introduced for neural networks in [14] and refined in [15], was the first statistical test for connectivity in networks analyzed by spike trains. The method was expanded in [16] to include a test for changes in connectivity. While the Cox method satisfies the first two criteria of being statistical and robust to error, it fails to meet the third. Data requirements were found in [16] to be at least $10^5$ spikes per node, and prior to the conclusion of processing, the method provides no estimate of the network connectivity structure. Furthermore, if new data are acquired then the entire data set must be reprocessed before it can be included in the estimate, making use of the Cox method more suitable for offline analysis.

In the following we report on the use of a parameter-augmented version of the ensemble Kalman filter (EnKF) to estimate connection strengths of a network of cultured neurons sampled by a microelectrode array (MEA). The Kalman filter [17] is a natural choice for this problem, because in addition to estimating the connection parameters it will estimate their uncertainties, which will allow a statistical test for connectivity on acquired time series to be developed. We will show that the method exhibits a robustness to error much like the Cox method, but offers a significant advantage in terms of application for real-time analysis. We begin by demonstrating the results of a feasibility study of the method applied to synthetic data where there is significant model error, followed by application to the in vitro neural culture network.

II. NONLINEAR DATA ASSIMILATION FOR LINK TRACKING

For assimilation purposes, we posit a general nonlinear system with an $n$-dimensional state vector $x$ and $m$-dimensional observation vector $y$ evolving according to

\begin{equation}
\begin{aligned}
x_{k+1} &= f(x_k, t_k) + w_k, \\
y_k &= h(x_k, t_k) + v_k,
\end{aligned}
\end{equation}

where $w_k$ and $v_k$ are Gaussian noise terms with covariance matrices $Q$ and $R$ respectively. An ensemble Kalman filter (EnKF) approximates a nonlinear system using a finite weighted ensemble [18]. We initialize the filter with state vector $x_0 = 0_{n \times 1}$ and covariance matrix $P_0 = I_{n \times n}$. At the $k$th step of the filter we assume we are given an estimate of the state $\hat{x}_{k-1}$ and a covariance matrix $P_{k-1}^+$. We use the singular value decomposition to find the unique symmetric positive definite square root $S_{k-1}$ of the matrix $P_{k-1}^+$. Using the algorithm of scaled unscented transformation...
represents the fast (respectively, slow) channel dynamics, the input current, and such as tonic spiking or bursting. The parameters values determine the different spiking behaviors of the neuron parametrized as in [21]:

\[
\begin{align*}
\dot{y}_i &= (a_i + \alpha_i)V_i^2 - y_i - \beta_i I_i + \sum_{j \neq i} \Gamma_{\text{HR}}(V_j)V_j + \sigma \dot{W}_{ij}, \\
\dot{z}_i &= \mu_i (b_i V_i + c_i - z_i) + \sigma \dot{W}_{ij},
\end{align*}
\]

for \( i = 1 \ldots n \), and where \( \Gamma_{\text{HR}}(V_j) = \beta_{ij}/(1 + 9e^{-10V_j}) \) is a gating function that regulates the amount of input between neurons. Here \( V \) is the membrane variable, \( y \) (respectively, \( z \)) represents the fast (respectively, slow) channel dynamics, \( I \) is the input current, and \( a, b, c, \alpha, \mu \) are model parameters whose values determine the different spiking behaviors of the neuron such as tonic spiking or bursting. The parameters \( \beta_{ij} \) represent the connectivity parameter from neural assembly \( j \) to neural assembly \( i \), and \( W \) represents uncorrelated white noise of unit variance. The only observable used by the data assimilation procedure is the membrane voltage \( h(V, y, z) = V \).

The choice of gating function \( \Gamma_{\text{HR}}(V_j) \) is used to force the model parameters to be fit from the spiking dynamics of the measured data, in addition to physiological plausibility. This is based on a hypothesis that information is passed in a neural network primarily through spiking behavior, and we strive to avoid spurious fitting of model parameters from arbitrary resting potentials between spikes. We found through computer experiments with synthetic data that in the absence of a gating function the model parameters are easily fit from resting data, which overemphasizes the confidence in parameter fitting.

As discussed in [22–25], we can treat the \( l \)-dimensional parameter vector \( p \) as extra states of the model, with trivial dynamics. The augmented state vector, consisting of the original \( n \) model states and \( l \) parameters, is estimated by the EnKF. Figure 1(b) compares the reconstruction of the observable by the EnKF in three scenarios: with (1) fitting only the \( n \) state variables (no parameters), (2) the state variables plus model parameters \( \alpha_i, \beta_i, \) and \( I_i \), and (3) the state, model and network parameters \( \beta_{ij} \).

The extracellular wave form shown in Fig. 1 was recorded from a network of cultured mammalian spinal cord neurons plated onto a multielectrode array (MEA). An MEA simultaneously records the extracellular potential of spiking neurons near the array’s electrodes. The neurons were extracted from embryonic day 18 (E18) mice, mechanically dissociated, and plated onto 64-channel MEAs at a density of about 200,000 cells per area. Cultures were kept under controlled temperature, 37 °C, and humidity, 10% CO₂, until recording at 28 days in vitro. Figure 1(a) shows several time traces of the recorded potential at separate electrodes.

Since the recorded extracellular potential wave form differs from the Hindmarsh-Rose wave form, preprocessing is required. We connected the recorded potential to its intracellular counterpart through the relationship \( dV/dt \approx E \) where \( E \) is the recorded extracellular potential and \( I \) is the intracellular potential [26]. The integration required was done using a simple moving average algorithm. The resulting approximation was then scaled as necessary to ensure stability when assimilated to our general model.

The design of the MEA allows for the possibility of multiple unit recordings at each electrode, although in the case reported...
here, offline analysis of the active electrodes showed single unit activity at each electrode. In a real-time analysis of network structure, sorting of individual units may not be feasible. Each electrode can thus be considered as a neural assembly, or population response, and subsequently be modeled as such. On the other hand, if analysis is to be done offline then units can be distinguished, for example, through principal component analysis (PCA) and use of a clustering algorithm.

The Hindmarsh-Rose equations were chosen for this problem since they can represent a significant range of neuronal behavior with only three dynamical variables. To resolve the possible error in estimated connectivity caused by unmodeled neuronal dynamics, some of the model parameters are left as free states to be estimated along with the model variables and connection parameters. These additional parameters give the EnKF extra degrees of freedom to resolve the model error and aid in the assimilation process. While there are more biophysically accurate models in the literature, the consequence of using these models is a more demanding estimation problem caused by the increase in variables and parameters. Our interest is in having a faithful representation of network connectivity, making this additional complexity unnecessary.

### III. Statistical Identification of Network Links

The connectivity strength between neural assemblies will be represented by a parameter vector \( \beta \), where \( \beta_{ij} \) indicates the connection parameter from neural assembly \( j \) to neural assembly \( i \). Our goal is to use the recorded time series from each electrode to continuously estimate these \( \beta_{ij} \) parameters and determine which of the estimates are statistically significant, resulting in identified network links.

Using the ensemble Kalman filter produces an estimate of the error of the parameter estimate, given by the diagonal entry of the covariance matrix \( P_k^+ \) corresponding to the parameter in question. Let \( \beta_{ij} \) be an estimated parameter in the state vector at time step \( k \) and let \( \sigma^2 \) be the corresponding diagonal entry of the covariance matrix \( P_k^+ \). The standard confidence interval for \( \beta_{ij} \) with confidence level \( \gamma_0 \) is:

\[
\beta - \kappa(1−\gamma_0)/2\sigma, \beta + \kappa(1−\gamma_0)/2\sigma
\]

where \( \kappa(1−\gamma_0)/2 \) is the \((1−\gamma_0)/2\) quantile of the normal distribution. Thus, we can apply a Wald test for connectivity parameter \( \beta_{ij} = 0 \) by asking whether 0 lies in the above confidence interval.

Figure 2(a) shows that when data are fit with the correct model, the specificity and sensitivity results are correct at the 95% confidence level, independent of system noise. Here we used the Hindmarsh-Rose equations (3) both to generate data and as \( f \) in the EnKF equations.

To validate the method for use with real data, in Fig. 2(b) we test significant model error, caused by a mismatch in dynamics. Consider the Hodgkin-Huxley model [27] with original parameters as implemented by [28], expanded to a network of \( n \) equations:

\[
\begin{align*}
\dot{V}_i & = -g_N a m_i h(V_i - E_N) - g_L n^4(V_i - E_K) - g_L(V_i - E_L) + I + \sum_{ji} \Gamma_{HH}(V_j)V_j, \\
\dot{m}_i & = a_m(V_i)(1 - m_i - b_m(V_i)m_i), \\
\dot{h}_i & = a_h(V_i)(1 - h_i - b_h(V_i)h_i), \\
\dot{n}_i & = a_n(V_i)(1 - n_i - b_n(V_i)n_i),
\end{align*}
\]

with model functions:

\[
\begin{align*}
a_m(V) & = 0.1(V + 40)/1 - \exp[(-V + 40)/10], \\
b_m(V) & = 4\exp[-(V + 65)/18], \\
a_h(V) & = 0.07\exp[(-V + 65)/20], \\
b_h(V) & = 1/[1 + \exp[(-V + 35)/10]], \\
a_n(V) & = 0.01(V + 55)/[1 - \exp[(-V + 55)/10]], \\
b_n(V) & = 0.125\exp[(-V + 65)/80]
\end{align*}
\]

for \( i = 1, \ldots, n \) and with gating function \( \Gamma_{HH}(V_j) = \beta_{ij}/(1 + e^{-10(V_j + 40)}) \) connecting neurons as in (3). The observables are the voltage variables \( V_i \) perturbed with noise, namely \( V_i + \sigma W_i \). We assimilate these Hodgkin-Huxley data to the Hindmarsh-Rose model (3) and use the EnKF method to estimate the connectivity parameters.

The identification of network links using data from a significantly different neuron model presents a new challenge.
To handle the increased model error, we designate certain of the model parameters as free states while fixing others. We fix $b = 9$, $c = 5$, $\mu = 0.001$ and leave $a$, $\alpha$, $I$ as free states to be estimated along with the model variables. Additionally, we have to carefully tune parameters in the EnKF algorithm to prevent the covariance matrix from becoming degenerate and causing filter divergence, using a covariance inflation method. See [29] and the references therein for approaches to covariance inflation and tuning.

In an attempt to develop a fair test for our method, we simulate random networks of five noisy Hodgkin-Huxley neurons where each connected pair has a bidirectional relationship. That is, for every $\beta_{ij}$ there is a $\beta_{ji}$ in the network. Observational noise is used on the horizontal axis rather than system noise since the discrepancy in dynamics between the Hodgkin-Huxley data and our neuron model is already so large that the addition of extra system noise has no important effect.

Figure 2(b) shows that the EnKF method is successful in determining the neurons that are connected to one another, identifying that a statistically significant connection exists between a connected pair. As the amount of observational noise increases, our method maintains specificity around 95% showing that our results are statistically significant. Sensitivity persists around 70% showing that the method is finding the majority of the network links.

IV. LINK TRACKING

A significant application of this method is to detect the appearance and disappearance of connections in nonstationary networks, such as neural cultures. To verify the methodology for this purpose, we ran a simulated test of a Hodgkin-Huxley neural network where one of the network connections for this purpose, we ran a simulated test of a Hodgkin-Huxley network with 12 active electrodes. Initially the connection $\beta_{ij}$ was turned on and off randomly. We used the above method to assimilate the voltage measurements only from the network, and purposely used the wrong model (Hindmarsh-Rose) in the EnKF, so that model mismatch was severe, and asked the method to track the changes.

We established the following protocol for determining the on/off transitions of the connection. When the connection is off, the protocol says to declare a transition from “off” to “on” when the mean estimated connection strength increases beyond the minimum (since the last “on” transition) of the confidence interval maximum; and vice versa for “off.” Figure 3 shows the ability of the method to detect these changes with minimal latency. The reconstructed parameter value of the $\beta_{ij}$ as a function of time is plotted in the upper trace, along with 95% confidence limits. The lower grey trace is the imposed “on” time of the connection; in between these times the connection is set to zero. The lower black traces show the intervals at which the assimilation method finds a nonzero connection according to the above protocol. These results show the ability of the method to detect nonstationarities with minimal latency.

In Fig. 4, we apply the method to the in vitro data from the cell culture. Each panel of the figure shows the method’s continuous tracking of a different $\beta_{ij}$ connectivity parameter with the appropriate 95% shaded confidence region over 160 sec of recorded data. A connection is detected with 95% confidence when the 95% confidence region does not include 0.
FIG. 5. Estimated network connection matrices for 160 sec of data from two MEA networks. The percentage time of statistical significance for (a) smaller network with five active electrodes and (b) larger network with 12 active electrodes is shown. A \( \beta_{ij} \) connection was determined to be significant by our method when its 95% confidence region did not include 0. In (a), 7 of 20 possible connections were found to be significant throughout the entire data set. In (b), 28 of 132 possible connections were found to be significant for at least 50% of the time interval.

that the connection exists, at least within the confidence level used.

Figure 5(a) shows the estimated network connection matrix and corresponding time of statistical significance for 160 sec of data from the small MEA network with five active electrodes at the 95% confidence level. Of the 20 possible connections in this network, only seven were determined to be statistically significant. These were found significant throughout the entire data series showing that our method was highly confident in their existence.

Figure 5(b) shows the estimated connection matrix computed from a 160-sec interval of data from the larger network with 12 active electrodes at the 95% confidence level. Out of the possible 132 connections, 28 were found to be significant at some time during the interval. This larger network presented questionable cases, typically whereby a connection parameter was initially not significant but became an identified link as more data were assimilated. All of the 28 connections that were statistically significant for part of the interval were significant for at least 50% of the interval, and 14 of the 28 were significant during more than 90% of the interval, as shown in the figure.

V. CONCLUSION

A method that can carry out sequential tracking of neuronal network links has a major advantage for experimental purposes. Using an EnKF with a general neuron model is a way to provide a statistically driven estimate of network connectivity that is updated continuously as data arrive, unlike offline methods such as [14–16]. This allows application to network structures with moderate nonstationarity, a typical feature of neural ensembles and biological networks in general. As shown above, this algorithm for detecting connectivity meets our criteria of being statistically based, robust to error, and capable of real-time implementation.

We showed in simulation and with measured data from neural cultures that such a method can work successfully. The choice of the model in the EnKF plays a critical role. Figures 2 and 3 illustrate the dependence on model mismatch. Certainly, if the model is not representative of the basic dynamics of the underlying system, results will be compromised. A feature of this approach is that allowing parameters of the mathematical model in the EnKF to float may temper the mismatch between the dynamics of the model and the experimental system, resulting in more accuracy in the fitted connection parameters. A deeper study of the dependence on models is a fruitful direction for future work.

A related question is whether nonstationarity of the underlying system can confound attempts to find the correct connections. Undoubtedly this is true in some circumstances; in particular, the connections may be changing during the experiment. We attempt to minimize false conclusions by allowing parameters in the model to drift along with the data, to possibly correct for some of the nonstationarity in the experimental system, independent of the connections, but careful analysis of this possibility is beyond the scope of this work.

While the MEAs are plated at a high density of neuronal cells, observation of the network is restricted to the array’s 64 electrodes. While this may seem an undersampling of the network, tracking the connections between observed neural ensembles at each electrode may allow us to implement significant network control. This technique opens up several possible experimental strategies, including pharmacological and electrophysiological studies where the effects of an applied drug or pulse pattern on connectivity are to be determined. The ability to continuously track connectivity is designed to provide real-time feedback in an experimental situation, allowing a researcher to adjust observation, control, or other interventions.

Although we expect the statistical method outlined here to greatly expedite several proximate research goals such as tracking and control of neural cultures, the further objective of generalizing the application of this statistical method from cultures to the in vivo brain presents clear challenges. While the cultures present dynamics that are on the whole relatively nonsynchronous, activity arising from giant depolarizing potentials [30] and sharp wave ripple events [31] show
significant synchronicity, even in heterogeneous populations of cells. Extreme activity of this type could make network connectivity an unobservable quantity, due to the swamping of evidence necessary to determine cause and effect. In such cases, the method outlined here could be prevented from providing a reliable estimate of the link structure as long as the synchronization persisted. Further development of the method described here or complementary approaches for determining connectivity in these and other complex biological events is the subject of future work. Though these limitations exist, implementation of our method in in vivo experimental situations such as those described in [32] and [33] could provide valuable insight to researchers.
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