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Abstract

In this article, we analyze traveling waves in a reaction-diffusion-mechanics (RDM) system. The
system consists of a modified FitzHugh-Nagumo equation, also known as the Aliev-Panfilov model,
coupled bidirectionally with an elasticity equation for a deformable medium. In one direction, contraction
and expansion of the elastic medium decreases and increases, respectively, the ionic currents and also
alters the diffusivity. In the other direction, the dynamics of the R-D components directly influence
the deformation of the medium. We demonstrate the existence of traveling waves on the real line using
geometric singular perturbation theory. We also establish the linear stability of these traveling waves
using the theory of exponential dichotomies.

AMS(MOS) numbers: 35K57, 74H20, 35C07, 35P15
Keywords: traveling waves, reaction-diffusion-mechanics equations, waves in deformable media, geometric
singular perturbation theory, spectral stability, exponential dichotomies

1 Introduction

Traveling waves in reaction-diffusion equations have been studied extensively in many areas of science and
technology, see for example [22, 35, 36]. A prototypical example in neuroscience is the FitzHugh-Nagumo
(FHN) equation, see [20]. This PDE models the transmembrane voltage for nerve cells and the dynamics
of a recovery variable. Traveling waves in the FHN equation represent the propagation of action potentials
along nerve cells. Fundamental characteristics of these traveling waves in FHN, such as their profiles, speeds,
decay rates, and stability properties, are by now well understood. Initial studies employed piece-wise linear
models, [26, 32]. Existence and stability for the full smooth FHN PDE was established in [4, 15, 17].

One of the interesting new directions in which the FitzHugh-Nagumo type modeling has been taken
recently involves the bidirectional coupling of a reaction-diffusion equation and a mechanics equation that
governs the deformations of the medium in which the action potential propagate. Such models are referred to
as reaction-diffusion-mechanics (RDM) models. They are a natural next step for modeling wave propagation
in certain deformable media using continuum models, and they present novel mathematical challenges.

A prototype example is the RDM model developed by Panfilov, Keldermann, and Nash [27, 30]. They
modeled the mechanical deformation of a 2-D patch of heart muscle fiber using equations for elastic media.
Then, they bidirectionally coupled this elasticity equation to a modified FitzHugh-Nagumo equation. In one
direction, the stretching and contraction of the heart muscle directly change the magnitudes of the current
and diffusivity in the voltage equation, because the deformation directly alters the number of ion channels
that are open or closed. In the other direction, variations in the magnitude of the current result in changes
in the deformation of the medium. This model was motivated by experiments, including those in [21, 24].

The coupled RDM system with two-dimensional elasticity equations involves a second-order PDE coupled
to the reaction-diffusion equations. Hence, it is difficult to analyze directly. However, locally, the heart muscle
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tissue consists, to a good approximation, of parallel muscle fibers. Therefore, the dominant deformations are

one-dimensional, corresponding to the stretch and contraction of individual fibers. While this approximation

neglects important effects created by the coupling between adjacent fibers, it will be useful as a first step in

the analysis of the full two-dimensional model. In addition, the analysis of this one-dimensional model on

the real line will be a building block for the treatment of the coupled RDM system on a periodic domain.
In this article, we study the following RDM model on the real line,

ou 1 0 (1 0u
o ~ Fox (Fax)‘k“<““‘><“‘”‘“w
ow
il e(ku — w)
1 M 1 M 2
- 4 - e~
F(X,t) 5+ o + 2\/(1+ 261) Clw(X7t). (1.1)

Here, the R-D components v and w are the same as in the modified FitzHugh-Nagumo equation studied
in [30]. Namely, u represents voltage and w a recovery variable. The key parameters are a, which measures
the degree of excitability in the medium and k, a rate constant. The coupling between v and w is nonlinear,
exactly as in the Aliev-Panfilov modification of the classical FHN equation, see [1], and this contrasts with
the linear coupling in the classical FHN equation. In addition, the separation of time scales between the u
and w dynamics is modeled by the asymptotically small parameter €. See Section 2.1.

The mechanical component, modeled by the deformation F(X,t), is derived from the equation for an
elastic medium using a Piola-Kirchhoff type stress tensor under the assumption that the medium is hypere-
lastic. It is assumed that the stress is a linear combination of active and passive components and that the
active stress is dependent only on the recovery variable w. The parameter ¢; is a measure of the internal
energy of the deformable medium and it scales the relative importance of the passive and active stresses.
The medium is assumed to be in mechanical equilibrium, which for one-dimensional objects is equivalent to
constant stress throughout. The constant M is this stress, measured in material coordinates. Application of
these conditions simplifies the 1-D elastic medium equations to a single formula for the deformation F', as
n (1.1). See Section 2.2.

In system (1.1), the bidirectional coupling between the R-D components v and w and mechanical com-
ponent F is modeled by the w dependence in the formula for the deformation F' and the dependence of
the diffusivity in the voltage equation on the deformation F. In addition, it is possible to incorporate a
stretch activated current, Igac into (1.1). However, the incorporation of stretch activated currents is more
applicable to bounded domains (for reasons that will be explained in section 2.4) so we will focus on the case
Isac = 0.

The first main result of this article is the existence of traveling waves in the RDM system (1.1) on
the real line. See Theorem 1 in Section 3 below. These traveling waves are similar to the fast pulses of
the classical FitzHugh-Nagumo equation, consisting of fronts and backs concatenated together, interspersed
with quiescent and active phases. We focus here on the regime in which the back jumps from the knee of
the active branch, rather than from below the knee, where the knee is the nonhyperbolic local maximum of
the right (active) branch of the cubic nullcline in (1.1). Pulses of this type are relevant for cardiac models
and also present mathematical challenges due to the non-hyperbolicity of the knee. The existence analysis
consists of constructing the appropriate singular homoclinic solution and showing that it lies in the transverse
intersection of the appropriate center-unstable and center-stable manifolds of the asymptotic state. Center
manifold theory and geometric desingularization near the knee are also needed to carry out this construction.
This aspect of the work is similar to the approach developed recently in [3].

The second main result is the spectral stability analysis of the traveling waves in the RDM model (1.1).
We determine the parameter regime in which the traveling waves are stable using the method of exponential
dichotomies. See Theorem 3 and its proof in Section 4-6. Exponential dichotomies are shown to exist over
the individual segments of the singular homoclinic solution. The stable and unstable subspaces are tracked
over the entire pulse using the estimates from these dichotomies along each segment, and roughness of the
dichotomies is used to bootstrap up to the full system with 0 < ¢ < 1. We note that this approach differs
fundamentally from that used in [17] for the classical FHN equation and from that used in [3] for a cardiac
model. Exponential dichotomies have been used to establish spectral stability in other partial differential



equations, see for example, Section 3.2 in [34]. We remark that the results about the spectrum of the
linearized operator in this article can also be used to obtain semi-group results, especially concerning the
spectrum of the operator obtained by exponentiating this linear operator. We refer the reader to [2] , as well
as to the more recent analysis in [14, 33], for general results.

Besides being of interest in their own rights for the RDM model (1.1), the existence and stability analyses
we present are essential building blocks for other RDM modeling in this direction. The RDM model developed
in Section 2 also applies to 1-D models on finite domains and on periodic domains. The existence analysis
and the stability analysis (via exponential dichotomies) are well-suited for spatially-periodic problems. In
addition, we hope that the methods developed here may find application in other RDM systems. One such
system involves mechanically induced oscillations in a gel [39]. In addition, there are a number of phenomena
associated to pulse propagation, such as blocking and propagation failure, and it would be of interest to study
them also in this RDM system.

The article is organized as follows. In section 2, the RDM model of Panfilov, Keldermann and Nash is
developed in one dimension. In section 3, we establish the existence of a traveling pulse. Then in sections
4-6 the spectral stability of this pulse is established.

2 Derivation of the RDM Model

In this section, we build up the reaction-diffusion-mechanics (RDM) model in one dimension. We follow very
closely the work of Panfilov, Keldermann, and Nash [30] who developed the model in higher dimensions.

2.1 Equations for electrical activity

We consider a modified Fitz-Hugh Nagumo model in one spatial dimension. Introduced in [1], this modified
Fitz-Hugh Nagumo equation models the excitation and propagation of electric currents in cardiac tissue.
The two state variables are u, which represents the transmembrane potential and w, a recovery variable.
They are governed by the following reaction-diffusion equations:

ug = Dugy — f(u,w)
wy = e(u)(ku —w), (2.1)

with f(u,w) = ku(u — a)(u — 1) + vw, where D, k and a are parameters, and e(u) is a step function with
€(u) = 11if u < .05 and €(u) = .1 otherwise. This step function is included to capture the time scale of
recovery. The domain can be taken to be the finite interval [0, L], a ring or the infinite real line R.

2.2 Mechanical Deformation

In cardiac cells, changes in transmembrane potential lead to contraction of the cardiac tissue. Following
[27, 30], we use finite deformation elasticity theory to develop a mechanical model of deformation to couple
to the excitable model given by (2.1). For a reference on finite deformation elasticity, see [25, 16] among
others. In one dimension many things simplify. In particular, all quantities are scalar functions instead of
tensors. Our approach is to consider the one dimensional medium as being embedded in a three dimensional
medium, but require the medium to be undeformable in all directions other than the embedded one.

We begin with a set of reference (material) coordinates, X, which at some time ¢ have deformed to a new
position given by

x = ¢(X,t).

The deformation of the material at time ¢ is represented by F' = g—)’”(. In deformed coordinates, the stress, or
force per unit area, at a point z is given by T'(z). It is preferable to work in terms of material coordinates,
so we define a second stress tensor, T'(X), that measures the stress in terms of force per unit undeformed
area. This tensor is known as the second Piola-Kirchhoff stress tensor and is related to T by FT = T. For
any arbitrary deformation, conservation of momentum implies that the tissue is in equilibrium if

o
o FT=0. (2:2)



In deformed coordinates, the equilibrium condition is given by g—f = 0. Postulating an internal energy of
the form W (F) = ¢;(F — 1)?, we may derive via conservation of energy that the stress is given by
1ow F—-1
cL——.
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This is known as the passive stress. Combining the conditions (2.2) and (2.3), we arrive at the governing
equation for the deformation in the absence of electrical coupling,
oF
0X
To couple the deformation to the potential u, we follow [27, 30] and introduce an active stress, T, (X, t),
which evolves in time according to

T(X,t) = (2.3)

=0.

Ty,
5 = e(u)(kru —Ty),
where kr is a parameter. The active stress sums with the passive stress (2.3) to yield the total stress,
F-1 T,
T(X,t)=2 —.
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The equilibrium condition (2.2) is used to derive an expression for the evolution of the deformation F'(X,t).

In particular, we have that
0

T,\
e (201(F —1)+ F) =0.

One way in which to interpret this condition is that the product of the deformation and the second Piola-
Kirchhoff stress is equal to a constant in X. In other words, we have
T,
2C1(F—1)+Fa =M,
for some M which can depend on ¢ but not on X. We apply the equilibrium condition (2.2) and solve for
the deformation as

1 M 1 M 2
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This formula for the deformation F' is almost the final form that is stated in the RDM model (1.1).

Remark 1. Note that if T, > G (1+ %)2, the mechanical model no longer possesses static equilibrium and
(2.4) is no longer valid. To extend the model to the regime of large T,, a PDE for the temporal evolution
of the displacement would have to be included representing the conservation of momentum. Since we are
interested in traveling pulses with at most small perturbations, in this article we will focus on the case when
the mechanical model is in equilibrium and the deformation can be expressed explicitly as in (2.4).

Remark 2. The spatial constant M is related to the boundary conditions placed upon the mechanical medium.
Natural boundary conditions for mechanical models involve geometric constraints, surface tractions or some
combination of the two. Thus, they are conditions placed upon either the displacement ¢ or the stress T.
In one spatial dimension, a common mechanical boundary condition to impose is zero total displacement.
Integrating (2.4) gives an expression for the displacement

P(X,t) = (2 + 401) / \/ 201 - %Ta(a, t)do,

where we have chosen to fix the left boundary at X = 0. The right boundary is fized in space with the
following implicit choice of M (suppose that the domain is the unit interval [0, L] ),

2
1——L 14+ —)2— =Ty(o,t)do = 0.
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Finally, with the solution M in hand, then the value that F' must attain at the right boundary can be easily
obtained using (2.4).




Remark 3. When the domain is infinite, the constant IZ[ + 1 will be taken to be the imposed deformation
at X = H+oo. A natural choice for M would be zero zmplymg zero deformation at infinity. We will opt to
leave M as a parameter so that this work more easily generalizes to the periodic case, where values of M # 0
are physical.

2.3 Influence of deformation on diffusivity

The deformation is coupled back to the original equation by altering the diffusion rates of the u variable.
Thus, the Laplacian operator in (2.1) transforms to
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2.4 Stretch activated current and bounded versus unbounded domains

The deformation is also coupled to the voltage equation via the stretch activated current. If the medium is
contracting (F < 1), then the current is turned off; otherwise, when the medium is stretched (F > 1) the
current is on. The current is,

Isac = Gox(F)(F —1)(u — Ey), (2.6)

where G, and E; represent the maximal conductance and the reversal potential of this current and x(F) is
a smooth cutoff function which is identically one for F' > 1 and identically zero for all F' < b < 1 (see [30]).

The stretch activated current plays a significant dynamic role in problems on bounded domains. See for
example [30], where pacemaking behavior was observed as a result of the stretch activated current. Bounded
domains can give rise to stretch in a dynamic way, see for example Remark 2. Consider zero displacement
boundary conditions. If the medium is locally excited at some point this leads to contraction nearby. Total
zero displacement then requires that some other part of the domain must be stretched (i.e. M(t) increases).
This can lead to the local destabilization of the background state. Coupled with the stable propagation of
pulses, this can give rise to recurrent oscillatory behavior of the form observed in [30].

To see why it plays a less essential role on unbounded domains we recall the functional form of the
deformation. The domain is stretched when F' > 1. For unbounded problems where M is a parameter
then stretching can only occur in one of two ways: when M is positive or when w is sufficiently negative.
However, since u is always positive we see that negative w is unphysical. This leaves only the dependence
on M, which gives the induced stretch at equilibrium. This dependence can do one of two things. Either it
leaves the background state stable, in which case the problem is qualitatively similar, or it can destabilize
the background state leading to significant changes in the behavior.

While we consider only the case of Igac = 0, we note that for Gy sufficiently small the inclusion of the
stretch activated current only shifts the nullclines of the problem. As a result, the same analysis could be
applied to that case and a homoclinic orbit could be obtained representing a pulse connecting the stable
fixed point near the origin to itself. Since the inclusion of weak stretch activated currents does not change
the dynamics, but introduces more complicated expressions we will consider only the simpler case Ig4c = 0.
As we noted above, larger values of G4 will lead to the destabilization of the fixed point so that it is of no
physical interest to consider a traveling pulse homoclinic to that point.



2.5 Full model and parameters

The full model is obtained by incorporating the stretch activated current (2.6) and diffusive effects (2.5) into
the electrical model (2.1). The result is

% _ %% <;g§é>—ku(u—a)(u—l)—uw—ISAc
%0~ w)hu—w)
Mo~ c(u)(kru—T2)

F(X,1) = ;+£+;\/(1+2ﬂi)2—zTa(X,t).

We will make several simplifications of this model in order to facilitate the forthcoming analysis. First,
we note that the equations for the active stress and the slow variable w are similar, so we elect to study
the case when T, = w (i.e. kr = k). Second, the step function e(u) introduces non-trivial difficulties in
applying the tools of geometric singular perturbation theory. For that reason, we will study the case when
€(u) = e. We could alternatively study the case when e(u) is an asymptotically small step function, smoothed
in an appropriate manner. In the future, we would like to extend the analysis that follows to the case of u
dependent ¢, but we will not focus on that case here. In addition, we will first study the case of Igac = 0,
as we described above. Finally, since we consider this model on all of R we set D = 1 by a rescaling of the
spatial variable.

With these simplifications, the resulting model is precisely (1.1) and this is the model we will study in
this paper.

Remark 4. From this point forward we will refer to the deformation as a function of the recovery variable
alone. This is because with M fized, the only spatial and temporal dependence of F is through the recovery
variable w.

3 Existence Analysis
In this section, we will establish the existence of traveling waves for the RDM model, (1.1). Such structures

arise as time-independent, homoclinic orbits in an appropriate traveling reference frame. We introduce a
coordinate £ = X + ct for ¢ > 0 and express the partial differential equation in these coordinates as,

up = <;> (% (;gg) —cue — ku(u —a)(u—1) —uw

wy = —cwe+ e(ku—w), (3.1)
with F(w) given as in (1.1). Time independent solutions of these equations satisfy the ordinary differential
equations,

1\ 0 /10
(F) %€ (F(?z) —cug —ku(u—a)(u—1)—uw = 0
we = E(kzu —w). (3.2)
We convert these equations into a system of first order equations,
v = F(w)
v = cF*(w)v+ kF(w)u(u — a)(u — 1) + F(w)uw
w = E(ku —w). (3.3)

This system has a unique rest point at (u,v,w) = (0,0,0). We will exploit the singularly perturbed
nature of these equations to construct singular solutions. Then, we will show that there is a true traveling



wave solution of (3.2) that shadows the singular solution for asymptotically small values of e. The proofs
will be geometric in nature. We will focus on the center-unstable manifold of the rest point at (0,0,0). Also
we will study the dynamics near the fold point on the right, active branch in system (3.3). The fold point is
a non-hyperbolic rest point of the fast system associated to (3.3), and the analysis can be carried out using
the method of geometric desingularization, see [8, 23] for example.

For the purposes of this paper, we will often illustrate our results in the case of k = 8, a = .05 and
¢1 = 10, which are similar to the values used in [30]. However, the proof holds for much more general
parameter values, which we will now define.

Definition 1. The set, labelled T1, of allowable parameters (k,a,c1, M) for the model in (1.1) consists of
those parameters that satisfy:

1. a€(0,1/2) and k > 0,

2. The deformation is always real and positive, i.e. %(1 —a)?<(1+ %)2, recall (2.4) and that T, has
been replaced by w,

3. The parameters satisfy,

1 /1 1 (1+a)
m(mm(z“)ﬂ’z(lam 4 >>°" o

Note that the set of parameters studied in [30], (k,a,c1, M) = (8,.05,10,1), lies in II. Condition 3 in
Definition 1 may be interpreted geometrically as requiring that the wavespeed selected by the front(see (3.8))
is strictly greater than the wave speed selected by the back (see (3.10)). Hence, the jump back must occur
along the center direction at the knee, see Figure 2.

For (k,a,c1, M) € 11, we will show that the model gives rise to traveling waves in the form of a homoclinic
orbit connecting the rest point at (0,0,0) to itself. Our approach will be a geometric one, following the work
of [17], where existence and stability of traveling wave orbits in the Fitz-Hugh Nagumo equation are studied.
The primary complication in our case is that the homoclinic connection will pass close by the non-hyperbolic
point on the right slow manifold. Therefore, the techniques in [17] will need to be adapted to this case. A
similar construction has already been performed in [3] for a different two component cardiac model in which
the homoclinic connection passes near a non-hyperbolic point. We will establish the following result.

Theorem 1. Suppose that (k,a,c1, M) € II. Then there exits €1 > 0 such that for all 0 < € < €1, there

exists c(e) = ¢(0) + O(e) with ¢(0) = % (3 — a) for which the problem (1.1) has a traveling wave solution

of the form (U(X + ct), W(X + ct)) with lime 1. (U, W) = (0,0).

This theorem is proven in two steps. First, a singular traveling wave solution is constructed for € = 0, see
Section 3.1. Then, it is shown that this singular solution persists for small, positive values of €, see Section
3.2, completing the proof of the theorem. Further information about the decomposition of the wave is given
in Section 3.3, which will be useful for the stability analysis presented in the later sections.

3.1 The singular solution

3.1.1 The slow and fast subsystems

The system in (3.3) is a singularly perturbed equation possessing a cubic slow manifold consisting of two
stable branches and one unstable branch. The slow subsystem can be found by a rescaling of the independent
variable, z = €£, and then setting € = 0,

0 = F(w)
0 = cF*(w)v+EkF(w)u(u—a)(u—1)+ F(w)uw
Z—Z = %(ku —w).

Thus, since F(w) > 0 for all parameters in II, the critical slow manifold is given by the set {v = 0} and
{u=0U{w=—k(u—a)(u—1)}.



Definition 2. The set St := {v = 0,u = 0} is the left critical slow manifold. Likewise, the set Sg := {v =
0,w=—k(u—a)(u—1),w > 2} is the right critical slow manifold.

On the other hand, setting ¢ = 0 in (3.3) yields the fast subsystem. Here w’ = 0 and therefore the
recovery variable w and the deformation F(w) act as parameters. The fast system has fixed points at
(U, U) = (07 O)a (Ul (’UJ), O)? (U2(w)7 O)a where

l1+a 1 4w
Ui(w) = 0 - Sy fa—ap - 2,

l1+a 1 4w
Us(w) = 5 +§ (1—a)2—7.

and

3.1.2 The Front

For w = 0, we seek a leading order solution connecting the reduced fixed point on Sy, at (u,v,w) = (0,0,0)
to the fixed point on Sg at (u,v,w) = (U2(0),0,0) for some value of the wave speed c¢. In order to describe
the geometry most fully, it it convenient to work first with a general fixed value of w, which we label wy,
and then to set wg = 0 to obtain the desired result.

For some fixed value of w = wq, we seek a leading order solution connecting the reduced fixed point on
St at (u,v,w) = (0,0, wp) to the fixed point on Sk at (u,v,w) = (Uz(wy),0,wp) for some value of the wave
speed c¢. The planar (w = wy) problem is given by

W = Fv
v = cF%v+ kFu(u—Uy)(u—Us). (3.5)
Dividing these equations we find
dv
v = cFv+ ku(u — Uy)(u — Us). (3.6)

To find the desired solution, we follow [5] and assume v = au(u — Us) for some value of a. With this
assumption we can use (3.6) to compute

u(u—Us) (c®u+a?(u—Us) — cFa— k(u—Uyp)) = 0.

k
= + —
o = =3

o - &(m_f) (3.7)

We solve order by order in u to conclude

The requirement that ¢ > 0 implies that o must share the sign of Uy — Us/2. A quick computation shows
that the switch from negative to positive a occurs at,

k
Wzero = Z(l - a)2 - 7(1 + G)Q.

Then, for all wy < Wiero, @ = —4/k/2 and the leading order wave speed of the front is fixed to be
V2 (U,
=—|(=-U1).
c(wy) = ( 5 1)
In particular, for the case of the homoclinic pulse studied here, w; = 0 and hence the speed of the front is
V2k ( 1 >
al.

“0) = 355 (5 - (3.8)



With the wave speed fixed by (3.7), we may compute the leading order equation for the front by plugging
the ansatz v = cu(u — Us) into (3.5) and solving for u(§),

UpeV 5 Fwy)Uz¢
u = .
1©) 1+ eV EF(ws)Usg

In the case of the pulse, wy = 0 and we have,

eV EF(0)€

up(l) = ———=———.
(&) VTIOn

Fronts of the traveling waves are given to leading order by this formula.

3.1.3 The Back

The front selects the wavespeed of the pulse. In turn, the wavespeed of the pulse selects the particular value
of w for which a jump back exists connecting the right slow manifold to the left slow manifold. As mentioned
above, we will focus on the case when this jump occurs at the knee. The knee is given by the value of w for
which Uy (w) = Uy (w),

k
Whnee = Z(l —a)?. (3.9)
Proceeding as we did for the front, we find that there exists a critical wave speed (again ¢ > 0),

V2k

L 1 .1
Cerit 4F(wknee)( —|—a), (3 0)

C(wknee) = Cerit, Where
for which a connection of the form v = au(u — Us) exists between the knee at ((1+a)/2,0,k(1 —a)?/4) and
the left branch of the slow manifold at (0,0, k(1 —a)?/4). This formula is computed analogously to the case
of the front, except with v = /k/2 so that the back departs from Sg. In addition, by a trapping region
argument and results of [5] we find that for all values of ¢ > ¢.i;, a connection also exists between the knee
and the left branch of the critical slow manifold. This solution will no longer satisfy a quadratic relationship
between u and v. Instead, it departs the knee along the center-unstable direction and approaches the left
branch tangent to the stable direction in the stable manifold of the left slow manifold.

When c(wys) > cerie we will show that the reduced equation along the back has a solution with algebraic
decay rate as £ — —oo. Thus, we use (3.5) with Uy = Us,

v = Fu

v = cF*v+ kFu(u— Us)>

Linearizing at the knee, we find a single eigenvalue of positive real part and a second eigenvalue equal to
zero. The corresponding center eigendirection is found to be tangent to (1,0). Therefore, we may assume a
power series representation for the center manifold,

v="hu) =a(u—U)?+as(u—Us)>+....

Inserting this into the differential equation for v, we find

a = ———
cF’

and therefore, the center manifold is locally quadratic. Using this quadratic representation in the differential
equation for u we may derive asymptotic decay rates along the slow manifold. In particular, we find

This is consistent with the known asymptotic decay rate for Fisher-type equations, see [38] for example.
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Figure 1: A typical graph of wavespeed for the front and back of the wave, with M =1, ¢; =10, £k = 8 and
a = .05. Note that w,ero = 1.56 and wgpee = 1.805. The reduced model admits traveling front solutions for
wy € [0,1.56] and traveling back solutions for wy, € [1.56,1.805]. Here we,;x = .766. Note that this picture is
typical of the homoclinic orbits that we study — no value of w € [W,ero, Wknee) leads to a singular connection
between S and Sy. Therefore the jump back must occur at the knee.

Remark 5. For values wy satisfying Wero < Wp < Winee, we may again use (3.7) and find that the wave
speed of the back is described by

V2k Uy
— (U1 —— ).
F(wp) ( 2 >
For the back, we need o > 0 to ensure positivity of the wave speed. As is illustrated in figure 1, we observe
that below a particular value of w, there exists no choice of wy for which such a connection between the left
slow manifold and right slow manifold can be found. We will label this value of w as wepig. It is defined by
the condition that

c(wp) =

C(wcrit) = Cerit-

Remark 6. We focus only on those homoclinics for which the back departs from the knee with non-critical
speed. Traveling pulse solutions for which the back departs the right slow manifold at a point below the knee
also exist, i.e. when cqrip > ¢(0). The existence analysis in this case reduces to standard geometric singular
perturbation techniques similar to those used for the Fitz-Hugh Nagumo equations [18]. We focus on the
knee type homoclinics because they introduce mathematical challenges not yet directly addressed by geometric
singular perturbation theory. In addition, the slow algebraic decay of the back is typical of cardiac models so
these pulses are of more natural interest.

3.1.4 Summary of the Singular Solution

The singular solution consists of solutions of the fast reduced problems concatenated with sets of fixed points
on the slow manifolds. We start with the front which is the heteroclinic connection (3.8) from the left critical
manifold U = 0 to the right critical manifold Us(w) located in the plane w = 0. To this, we concatenate the
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set of fixed points on the critical manifold Sg between w = 0 and w = wgpee. Third is the the heteroclinic
connection between S and Sy, that departs along the center-unstable manifold. Finally, the singular solution
consists of those points on S, between wgye. and w = 0. The singular solution is plotted in figure 2.

05 B AL SALAAL AL

Figure 2: The singular solution for the traveling wave. Here we have taken M = 0, ¢; = 10, k = 8 and
a = .05. The thin curves represent the slow manifolds to leading order. The large dot is the fixed point at
the origin.

3.2 Persistence of the pulse

We now demonstrate that the singular pulse described above persists for small, positive e. We will show that
this singular solution lies in the transverse intersection of the stable and unstable manifolds of the origin
when € = 0. To do this, we will track the center-unstable manifold of the origin, which we will label M,
forward along the singular orbit and show that it intersects transversely the stable manifold of the origin
tracked backwards. Because it lies in the transverse intersection of invariant manifolds, the traveling pulse
solution is unique up to translation.

We expect the wavespeed of the traveling wave to be O(e) close to the wavespeed selected by the front.
Therefore, the first step is to augment our traveling wave system with a trivial differential equation for the
wave speed c,

v = F(w)

v = cF*(w)v+ kF(w)u(u —a)(u — 1) + uwF (w)

w = E(ku —w)

¢ = 0. (3.11)

We now break our analysis into pieces, studying the individual jumps between slow manifolds and subsequent
slow motions along those manifolds.

3.2.1 Persistence of the front as a fast heteroclinic jump

The first such piece will correspond to the fast jump from the left slow manifold at the origin to the right slow
manifold. We will show that the center-unstable manifold emanating from the origin intersects transversely
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the center-stable manifold of the right slow manifold in the plane w = 0. We will use differential forms to
show this intersection is transverse, see [18].
Along the front, the reduced variational equations are given by

ou' = F(0)dv
sv' = cF%*0)6v+ F(0)fu(us,0)6u + F?(0)vdc
o = 0,

where we recall the definition of f(u,w) in (2.1). Here, the du(n) is a differential one-form acting on 7, an
element of the tangent space. Therefore, derivatives apply to the vector n and not to the actual one-form.
The relevant stable and unstable manifolds are given by

T(u,v,c)Wcu(Oa 07 C*) = span {<U7 CF(O)U + fu(uf7 0)7 O>a <O7 h+a 1>}
T, W (1,0,¢*) = span {(v,cF(0)v + fu(us,0),0),(0,h,1)}.
We will refer to n as the tangent vector to the solution and we will let n™ = (0,h™,1) and n~ = (0,h™, 1)

for convenience. Since both manifolds share a common solution, they will share the tangent vector n =
(v, cF(0) + fu(uy,0),0) following this solution. We define the following differential two forms

P,, = duAndv
P,., = 6vAdc
P,. = duAliec

These two forms are bi-linear functionals on the tangent space. Their arguments are vectors that span a
plane in R3. When normalized appropriately, these quantities measure the area of the projection of the
tracked plane onto the respective coordinate plane (i.e. the u — v coordinate plane for P,,).
At the point of intersection, the two manifolds will intersect transversely if there is no choice of a € R
such that,
(Puv(ny ™), Poc(n,0%), Puc(n,n™)) = a(Puy(n,17), Poc(ny ™), Puc(nyn™)),

i.e., they are linearly independent. We verify this by computing the differential equations associated to these
differential 2-forms. Namely,

P!, = cF(0)*Py, + F*(0)vP,.
P), = cF(0)*Py.+ F(0)fu(us,0)P,.
P/, = F(0)P,.

We can compute explicitly that P,.(n,nT) = Pu(n,n~) = v. We also note that Py, (n,n*) = vh*. There-
fore, if h* # h™, we will have shown local transversality of these two manifolds. We proceed as follows: first,
we use the fact that P,. = v to reduce the first variational equation to

P!, = cF?*(0)Py,, + F?(0)v?

This is solved as c
P, = FQ(O)eCFQ(O)g / (e_CFz(O)T’UZ(T))dT.
— 00

Since all terms are positive, we conclude that
Puy(n,n™) =vh™ > 0.

Positivity of v(£) implies that AT > 0. For the manifold W¢*, we perform an analogous computation to find
that

Py = ~FH0)eF0% [ (e e P02 ),
€

from which we deduce that A~ < 0. Therefore, the two manifolds intersect transversely.
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3.2.2 Persistence of the segment near the right slow manifold

We will now track M as it passes the right slow manifold. This will require two steps. First, we track M
to a neighborhood of the non-hyperbolic knee using the Exchange Lemma. Then, we use center manifold
theory and geometric desingularization to track this manifold through a neighborhood of the knee.

Recall the coordinates of the knee,

1+4+a k

(U,U,’LU,C):( 9 7071(1*0‘)2’0(0))3

for which we designate wipee = %(1 —a)? and Ugpee = HT“ For any § > 0 define a § neighborhood of the
knee by,
K ={(u,v,w,¢) | |u—1tknee| <96, v] < |w—wgnee| < d,]c—c(0)] <d}.

Let b, = Sgp NIK. We have the following result.

Lemma 3.1. For fized § > 0, the tracked manifold M is C,O(e) close to W (Sg) in a neighborhood of
by

Proof: We have that M intersects We(Sg) transversely on entry into a neighborhood of Sg. The
proof is then a standard application of the Exchange Lemma, [19].

We now focus on the dynamics in K. Append to (3.11) a trivial equation for €. Since ¢ has been fixed to
leading order by the front, we ignore the trivial equation for ¢. Then the point (u, v, w, €) = (Uknee, 0, Wrnee, 0)
is a fixed point for the flow. This fixed point is center-unstable, with one unstable eigenvalue and three zero
eigenvalues. We have the following,

Lemma 3.2. For any k > 0, there exists a local C* center manifold Crnee 0f (Uknee,0, Wrnee,0), which can
be given as a graph,

U= h(u, w, 6) = bQOO(U - uknee)z + bOlO(w - wknee) + 0(5; (w - wknee)27 (U - uknee)(w - wknee))~

There exists b > 0 and independent of €, for which the reduced dynamics on Cxnee are

Uknee
UE = _b(u - uknee)2 - kT(w - wknee) + O (67 (’LU - wknee)27 (’LL - Uknee)(w - wknee)7 (u - uknee)3)
ku nee WEknee
we = € (]Z - kc> + @ (Ea (w - wknee)za (U - uknee)(w - wknee)7 (u - uknee)g)
e = 0. (3.12)

In addition, to each point p € Crnee there exists an associated, C* one dimensional unstable fiber F,(p) given
as a graph over the unstable eigenvector (1, cF?(wipee), 0, 0).

Proof. See Appendix A
|

If 6 is sufficiently small, then M and Cypnee intersect transversely. Locally, the flow of each point in M
can be decomposed into the flow of a basepoint in Cipee and a point in the unstable fiber of that basepoint.
The flow of the basepoints in the center manifold is equivalent to the normal form for a fold point studied
in [23]. We define the entrance and exit sets,

AT = {(U,’LU, 6)|w = Wknee — 02}

A = {(u,w,€)|u = Ugnee — p},
where p > 0. We apply verbatim a theorem of [23].

Theorem 2. Let m: A™ — A% be the transition map for the flow of (3.12). Then for all € € [0, €] we
have,
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1. The manifold S, . passes through A°“' at a point (u,w,€) = (Uknee — Py Wknee + N(€),€) with h(e) =
O(e2/3).

2. The transition map 7 is a contraction with contraction rate O(e=%/€) with C a positive constant.
This leads to the following result.

Lemma 3.3. In a neighborhood of (u,v,w) = (ugnee — p> M(Uknee — P> Winees 0); Wenee)s M is C1, O(2/3)
close to the plane w = Wipee-

Proof. We establish the C° result first. Recall that M is C* O(e) close to the smooth manifold W (Sg) on
entry to K. For each e sufficiently small, this guarantees the existence of a unique p™™ = M N Crpee N AP,
Near p'”, the dynamics of each point in M can be decomposed into the flow of a basepoint p € Cpee and
an expansion in the corresponding unstable fiber F, (p). Theorem 2 implies that, on exit from K, all of the
basepoints exit K O(e~¢/€) close to mp™ or (u,w,€) = (Uknee — P Winee + h(€),€). Since the fibers depend
smoothly on their basepoints, the exponential contraction of 7 implies that each unstable fiber will be locally
O(e?/3) close to the unstable fiber at (u,w,€) = (Uknee — P, Wnee, 0). Since the unstable fibers are given as
a graph over the unstable eigenvector, whose w component is zero, we have the C° closeness result.
We now turn to the C! result. We make the following change of coordinates,

U=v—h(u,w,e), U=1u—Ugnee, W=W— Wipee-

In these coordinates, the equation is

e = F(0+ Wgnee) (0 + h(u,w,€))
e = cFXW+ Wenee)D
- <k(a + Uknee) W+ wknee)
wg = € -

C C
€ = 0.

We track the tangent space as it evolves along the trajectory through p™® (where ¥ = 0). The variational
equation along this orbit has a simplified form,

6t = F( + Wrnee) (60 + VR - (60, 00)) + F' (0 + Winee ) h(u, w, €)6
60 = cF?(W + Whnee)OD
st = Foa— Sow.

C C

The 00 equation has an explicit solution and the subspace 60 = 0 is invariant. Restricted to this subspace,
we find exactly the variational equation for the center manifold.

da' = F'(w)h(u,w,€)dw + 2F (w)bago (U — Ugnee )0 + bo1oF (w)610 + n(e, w, u, 5, db)
k
s = Csu— Sow,
c c
where 7 = O(e, (W — Winee)0W, (W — Winee )00, (U — Upnee)0W). At pi™, the tangent space of M is O(e)
2 2
close to the span of the vectors 71 = (1, % + %\/02F4 +4(fu (U2 (Wrnee — p2); Wknee — p2)), 0)

and 12 = (1,0, —2ku + k(1 + a)). Let 1. be the restriction of this plane to the tangent space of Cppee at p'™.
We now consider the differential two forms P,,, P, and P,. acting on the vectors n; and 7.. Then,

Py (7717 7]0) = 56(7’1)6&(776)
va(nlv nc) = 5{)(7]1)5127(770)
Puw(m,ne) = du(m)ow(ne) — 0u(ne)ow(n:).

Py
PUU :

to the flow are contracted by an exponential amount. Since 7, is close to direction of the flow at p'™ exits
K exponentially close to the vector pointing in the direction of the flow. This gives 32U} — O(¢). Then we

da(ne) —
have Py, =1, P, = O(¢) and P, = O(¢). This establishes the C! result.

Normalize these two-forms by P, = The second statement in Theorem 2 implies that vectors transverse
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3.2.3 Conclusion of the proof of Theorem 1

We have now tracked M to an O(1) distance from the non-hyperbolic knee and shown that it is C'*, O(¢?/3)
close to the plane w = wgpee. Due to the slow w dynamics, this result will still hold as M enters an O(1)
neighborhood of §;. We then compare M with the stable manifold of Sg,. Due to Fenichel Theory, the stable
manifold is tangent to the stable eigenspace of Sy. It is easy to verify that this eigenspace has non-zero w
component and therefore it must intersect transversely with M. This establishes Theorem 1.

3.3 Further information concerning the decomposition of the wave

We conclude the existence analysis with the following decomposition that will be crucial for the stability
analysis. The idea is that at each point the actual solution can always be described as either pointwise (in )
close to the singular solution or evolving at an O(e) rate. To begin, we will decompose R into five intervals
corresponding to different pieces of the solution. Without loss of generality fix £ = 0 to be the unique point
where the wave satisfies u(¢,e) = 1/2 and w < 1/2. Now we will define &,.(¢), £k (€), &b (€), £ (€) to be values for
which the wave transitions from being primarily described by one piece of the singular solution to the next.
For example, &.(¢) describes the value of £ for which the wave transitions from being described primarily
by the dynamics of the reduced front to where the dynamics are predominately described by the right slow
manifold.

Lemma 3.4. For a particular translate of the homoclinic solution derived in Theorem 1, there exists values
of the traveling wave coordinate £ such that the wave profile has the following characterization,

1. 0On Jp = (—00,&,(€)) and Jy := (&(€), &(€)) the solution satisfies
(u(& ), w(&e) = (Us(€) +elog(e)Ui(€, €), Wy + elog(e) Wi (&, €)),
(W& e w&e) = (Up(6) + € /Ui €), Wy + /2 Wi (€, €))
with Uy = O(1) and Wy = O(1).
2. On J, = (& (e),&(€) and Jy := (&(€), 00), we have,

0 0
%U(Eae) = O(E)’ aigw(gve) = 0(6)

3. On Jy := (&, &) we have
(u,w) = (T, Q) + O(e'/?).

Proof:  This decomposition is a consequence of the geometric techniques employed in the existence
analysis, namely Fenichel Theory and geometric desingularization. The tools necessary for the proof can be
found in Appendix B.

4 Statement of the Main Stability Result

In this section, we will study the spectral stability of the traveling pulse solution constructed in Theorem 1.
We will linearize the system and study the behavior of solutions that are a small perturbation of the traveling
pulse. We will establish the following result.

Theorem 3. For each (k,a,c1, M) € I, there exists ea > 0 such that for all 0 < € < €3, the traveling
pulse solution from Theorem 1 is spectrally stable with a simple zero eigenvalue at A = 0 due to translational
imvariance of the pulse.
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Denoting with capital letters the pulse constructed in Theorem 1, we linearize by letting u(&,t) = U(§) +
p(&,t) and w(§) = W (&) + r(&,t), substitute these into (3.1) and neglect nonlinear terms,

N e N _ _(Fwo U\ 10 (WU
re = —cr' +elkp—r), (4.1)

where we recall f(u,w) = ku(u — a)(u — 1) + uw. The right hand side of this partial differential equation
defines a linear operator £ acting on the vector (p,r)?. We will seek values of A for which bounded solutions
of the linearized eigenvalue problem £ — A\l = 0 exist.

The linearized eigenvalue problem is an ordinary differential equation in £. It may be written as a system
of first order equations as follows,

o= F(W)q

d = OV W) = Np e W+ FO) o+ (B 280 4 B (B

yoo R, Ate, (4.2)
C C

Remark 7. The deriative terms in the right hand side of the equation for q are given by

FwoU. 0 FyU | R UW ,
F o) taetr ) = g (MWl 37—+ Few U
A+ e)FyU’ ekFwU'
. r+ F?

We will often denote the right hand side of system (4.2) by A(&, A, €). In this way, the linearized eigenvalue

problem is equivalent to the system,

Z—Z_ = A&\ €e)x. (4.3)
Since they satisfy a linear non-autonomous system with well-defined limits as £ — +o0o, the solutions to
this differential equation can be characterized in terms of exponential dichotomies. Exponential dichotomies
generalize the notion of hyperbolicity to non-autonomous systems. The linear system on C”, is said to
posses an exponential dichotomy on an interval J if there exist K, L > 0, a, 8 > 0 and a linear projection
P(¢) : R x C* — C™ satisfying P? = P such that the following conditions hold:

X(&2,&1)P(&1) P(&)X (&2,61)
| X (&2,&1)P (&) Ke o&=8) for & >¢), &,&6¢€J
X (&,6)(1 - P(&))| Le P&=8) for & >&, &,&H € (4.4)

Here X denotes the fundamental matrix solution of (4.3). The interval J is typically taken to be either R, Rt
or R™. We note that on R, the range of P is chosen uniquely as the space of all initial data that converges
exponentially to zero as £ — co. The nullspace of this projection operator is not unique however. Likewise,
on R~ it is the nullspace of the projection operator (1 — P) that is uniquely determined as the space of initial
data converging exponentially to zero in backwards time. Only on R are the range and nullspace of P both
chosen uniquely. The Morse index of an exponential dichotomy measures the dimension of the null space of
the stable projection. When the exponential dichotomy is posed on a half line, we refer to i, and i_ as the
Morse indices of the exponential dichotomies on either half line. Since we are only concerned with the case
of traveling pulses which are homoclinic orbits in (4.3), we have that i, = i_. Exponential dichotomies can
be used to whenever there exists a gap between the exponential rates on two different subspaces. In this
way, it is not necessary that « and § always be positive, but only that —a < . Exponential dichotomies
and properties ensuring their existence have been studied in great detail. We have collected some relevant
Theorems in Appendix C.

Spectral properties of £, namely invertibility of £ — A in a Banach Space, can be restated in terms of
properties of exponential dichotomies of (4.3). In particular, the spectrum of o(£) can be characterized by
(see [28, 29)):

IAIA
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e ) is in the resolvent set if and only if (4.3) has an exponential dichotomy on R.

e )\ is in the essential spectrum if Ao, := limg_,4 o A(E, A) is not hyperbolic, or if A, is hyperbolic but
the Morse indices are not equal, i.e. iy #i_.

e )\ is in the point spectrum if (4.3) has exponential dichotomies on both R* and R~ but not on R. In
other words, letting Pt be the stable projection for RT and letting P~ be the stable projection for
R~ we have that

rmg(PT) Nker(P~) # ().

Given this characterization, the essential spectrum can be located using only information about the asymp-
totic system A.,. The point spectrum is more elusive. We will make use of the Evans Function,

D()\) = rngP™(0) Arng(1 — P~(0)), (4.5)

see Chapter 4 in [34]. The Evans function is an analytic function defined on the complement of the essential
spectrum having zeros for values of A in the point spectrum. In addition, the order of A\ as a zero of D())
corresponds to the algebraic multiplicity of the eigenvalue. The analyticity of D()) is the key feature, as
arbitrarily small analytic perturbations of D(A) will retain the same number of zeros.

5 Preliminary Spectral Analysis

5.1 The essential spectrum

We begin our analysis of the spectrum by computing the essential spectrum. Recall that the essential
spectrum is characterized by the values of A for which the asymptotic matrix A,, has eigenvalues on the
imaginary axis. Here,

0 1+ £ 0
M M 2

ek 0 _Ate

Thus,
l2
Oess = Jicl —e: l e RV U{———+— —icl —ka:l € R}. 5.1
( Vot ) (5.1

The essential spectrum is plotted in Figure 3. The quadratic part, which has a vertex at A\ = —ka, is always

bounded strictly in the left half plane. The vertical component will converge to the imaginary axis as € — 0.
We also note that for A = 0, the fixed point at (p, g,r) = (0,0,0) has one positive eigenvalue and two negative
eigenvalues for all A with Re (A) > —e.

5.2 The reduced spectra along the front and back

The spectra of the reduced problems along the front and the back will be of critical importance as we
construct the Evans Function for the full system. We will discuss the case of the front first. Recall that the
reduced problem along the front is given by setting e = 0 in (3.1). In this case, we have that w is a constant,
which along the front is given by w = 0. The equation for u is

0%u Ju
e ch(O)a—g — F2(0)ku(u —a)(u —1) = 0.
The reduced linear eigenvalue problem along the front is given by
d%p op
Llp:= ez~ F )¢ — FFOfu(Ur(©).0p = Ap.

The spectrum of this Sturm-Liouville operator has been studied in [12], where it was shown that the spectrum
of £f has an isolated eigenvalue with algebraic multiplicity one at A = 0. Therefore, we may define a reduced
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Figure 3: An illustration of (5.1), the boundary of the essential spectrum in the complex plane. The
parameters used here are e = .01, k=8, a = .05, ¢; = 10 and M = 1.

Evans function for the front, Dg(A). This function is analytic on a region that includes all of the right half
of the complex plane as well as a vertical strip of the left half-plane. Dp(\) has a simple zero at A = 0. All
other zeros lie in the left-half plane.
Analogously, the reduced equation along the back is given by,
0%u

e — P (W) 2 — P Wi — Ua(W3))? =0,

The linearized eigenvalue problem for the reduced problem along the back is given by

2
ohy e P cF2(Wb)g—§ — F2(W)) fu (Un(€), Wi)p = Ap.

The spectrum of this operator was studied in [37]. The boundary of the essential spectrum is again given
by the values of A for which the limiting system has purely imaginary eigenvalues. Since fy = 0 at the
knee, we get that the set {—1% + icF?(W,)l : | € R} is one such curve (the other curve lies strictly in the
stable half-plane). As a result, we have that A\ = 0 is an element of the essential spectrum of £°. The
derivative of the wave 0:U,(&) solves the linearized eigenvalue problem at A = 0. This solution connects the
center-unstable subspace at ¢ = —oo to the stable subspace at £ = co. Thus, one finds that the unstable
subspace is preserved. The authors in [37] defined an Evans function Dp()) for the reduced problem along
the back. This analytic Evans function is non-zero to the right of the essential spectrum of the back. Using
exponential weights, one finds that there exists an analytic extension of Dg(A) into the essential spectrum.
This analytic extension was found to be non-zero for all values of A in a suitable neighborhood of the origin.
At first glance one may expect an embedded eigenvalue at A = 0 due to the derivative of the reduced wave
profile satisfying the eigenvalue equation. This is not the case however as the Evans function measures
connections between the unstable subspace at £ = —oo and the stable subspace at & = co. The derivative
of the wave U} connects the center-unstable subspace at £ = —oo to the stable subspace at £ = co. In this
way, the unstable connection is seen to exist for all A in a neighborhood of the origin.

5.3 The regime of large |)\|

In this section, we show the non-existence of point spectrum for the eigenvalue problem when Re A > —e
and |A| large. This will allow us to restrict to a compact subset of the complex plane in the analysis of
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section 6. For values of A in this compact set, we will be able to select the constants for our exponential
dichotomies in a consistent, O(1) manner. The fact that A\ which are large in modulus do not contribute to
the spectrum is well established. Evans proved a result along these lines in his original work [10]. We will
follow a similar argument of Sandstede, see Section 4.2.2 of [34]. The key idea is that as A becomes large in
modulus, it dominates the stability problem and it is no longer possible to have a solution that is bounded
in both asymptotic limits.

To see this, we rescale the linearized eigenvalue problem (4.2) as

r=VINe, P=p Q=—= R=w.

Al
This transforms (4.2) into
P = FW)Q
O = 2FW)P+0(—)
Al VIA

(5.2)

- €
R+ O( ).
VIl VIAl
Neglecting the higher order terms, the linearized eigenvalue problem at 7 = 400 is hyperbolic with eigenvalues

+ ﬁF(O) and —c\;‘m. Since the only 7 dependence in (5.2) to leading order in \/Wil is through the
slowly varying W (7), the leading order equation varies slowly in 7 and Theorem 9 in Appendix C can be
applied to find the existence of an exponential dichotomy on all of R. Then, Theorem 7 implies that this
dichotomy persists for the full system. Recalling our previous discussion, this implies that the Evans function

D(]) is non-zero for large A with Re (A) > 0. For X on the imaginary axis, the eigenvalue — \}\W becomes

imaginary as the essential spectrum is approached. However, it is easy to see that if one is willing to relax the
hyperbolicity condition in Theorem 9 the same results apply provided that an spectral gap persists between
the stable and unstable eigenvalues. In fact, this argument can be used to analytically extend the Evans
function a small distance into the left half plane.

To summarize, we have shown that for all 0 < € < ¢y, there exists constants K > 0 and b > 0 such that
the Evans function has an analytic continuation with D(X) # 0 for all |A| > K with Re (A) > —b.

5.4 Restriction to a compact set

From this point forward, we are interested in the existence of point spectra in the set
Q:={XA e ClRe (A) > -4, |\ < K}.

We will remark on the constant § in a moment. Our proof will ultimately rely on Rouche’s Theorem to
count the number of zeros of the analytic Evans function D()) in a neighborhood of the origin. Since the
essential spectrum accumulates on the imaginary axis, this necessitates the analytic extension of D()) into
the essential spectrum. As we noted above, such an extension is possible provided a spectral gap between
the eigenvalues of A, (A) persists. In fact, it is convenient for the analysis if this spectral gap exists for
all values of £ € R. We denote the three eigenvalues of A(£, A, €), which may also be referred to as spatial
eigenvalues, by,

ptey) = L e g, m Wy )
pie ) = WL ey
e(h) = ‘% (5.3)

The constant §(k, a, ¢y, M) will be selected so that the following properties hold:
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1. Dp(X) #0 for all {\|Re A > —d} except at A=0
2. Dp(A) # 0 for all {A\|Re A > =4} (see [37])

3. For all £ € R, there is a spectral gap between the stable (us(€,\), pe(€,)) and unstable (p, (€, \))
eigenvalues, see (5.3). In particular, we will require

) k(1+ a)?
0<(5<m1n{ka,24}.

We recall that Dp(A) and Dp()) are defined in Section 5.2. Verifying that the final condition on ¢ implies
the existence of a spectral gap will be delayed until the proof of Theorem 3 (see (6.3) and (6.6)).

6 Proof of Theorem 3

In this section, we construct exponential dichotomies that describe the evolution of the linearized eigenvalue
problem (4.2) over each of the intervals Jy, J,., Ji, Jp, J; defined in section 3.3. These exponential dichotomies
will be the fundamental objects used to track the stable and unstable subspaces needed for the Evans function.
The proof will draw heavily on well known roughness of dichotomy results, which we have collected in
Appendix C.

6.1 Exponential dichotomy for the front

Recall that we have fixed £ = 0 to be the unique value of £ for which the wave satisfies u = 1/2 and w < 1/2.
For values of £ € Jy = (—o00, —0flog(¢)), Lemma 3.4 implies

U) = Us(§) +elog(e)Ui (&, )
W) Wy + elog(e)W1 (€, ¢€),

where Uy |, |W1| < My, with My (k,a,c1, M) chosen independently of e. Again, let z = (p,q,r)T and write
the linearized eigenvalue equation (4.3) as the system,

2" = (A(€1,0) + B(E, ), ©)a (6.1)

where B(, A, €) = A(§, X, e) — A(€, A, 0) for £ € Jy. In particular,

0 F 0
A(E,0,0) = F(fu(Up,Wy)+X) cF* FfwUp, Wy)+ 255U} — S5 FwU;
0 0 —2
0 F 0
B(€,\e) = ba1 2cFFy  bas
ek 0 _€
ekFywU"
by = Fl(fU+/\)+FfUUU1+FfUWW1+%
B 3EwU'W'  FuywUW'  FyU'
b = Rfw-—@m—+t @ g

Here terms of the form Fy refer to the first variation of F, i.e. Fy = F(W(§)) — F(W}). Note that all terms
in B(§, A, €) are at most O(elog(e)).
We will first construct an exponential dichotomy on R* for the singular system

2= A(E,),0)z, (6.2)

for all values of A € @ with constants K°()\), L°()\), a®(\) and B8°(\). We will then show that these
exponential dichotomies persist for the flow of the full system with constants K (), L(\), () and B()),
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albeit only on the asymptotically large interval J;. A key point will be to show that these constants can be
defined to be O(1) in e. Finally, we will show that these constants may also be chosen independent of A € Q.
This will imply the existence of an exponential dichotomy on J; with projection Q¢ (&, A, €) and constants,

K= sup K@), Ly= i‘QBL()‘)’ ag = inf B(A), By = inf B(A).

To begin, the singular system has asymptotic limits,

0 F 0
A= lim A(EN0)= | F(fu(Us,Wp)+ ) cF? FU:

c

The eigenvalues, 1(\)*, of the asymptotic matrices A* satisfy the condition,

<_i - Mi) ((n%)? = cF?p* — F2(fu(Us, Wy) + X)) = 0.

We label the three roots pf, uF and pF and their corresponding eigenvectors v, v¥ and vF*. Note that

u s
pE = —2,asin (5.3). For Re(\) > 0, ui is the sole unstable eigenvalue for A*. For —6 < Re (\) < 0, pF
is also unstable. There is no problem, so long as a spectral gap exists between pF and pr. Both asymptotic
limits for the singular problem correspond to points on a stable branch of the slow manifold wherein we
have fyy > 0. In particular, fi(Us, Wy) > ka for the front. Therefore, u(A) > cF2(0) > uf()\), whenever

0 < ka. We must simply verify that g < cF?(0). This follows since,

16k (F 21 2
§ < %(1 +a)? < Q%k ( }’%;’)) (2 - a) < (cF(Wp))? < (cF(0))?, (6.3)
where the first inequality follows from our assumptions on £ and the second follows from the assumption
that the critical wavespeed for the back is less than the wavespeed selected by the front. In this way, the
asymptotic eigenvalues have a spectral gap between the unstable and weakly-unstable eigenvalues for all
¢ € Jp when —6 < Re () <0.

Note that A(£, \,0) has an invariant subspace given by r = 0. Let y = (p,q)” and consider the reduced
system restricted to this subspace,

y' = Ar(& Ny

Values of A for which there exist bounded solutions on R to this equation correspond to spectral values of
the linearized operator £f along the front, recall the definition in Section 5.2. We have that o(£f) N Q at
the single point A = 0. This implies that the reduced system has an exponential dichotomy on both half
lines, R and R, for all A € Q. Let Px(£,\) : R x C? — C? be the projection operator for the reduced
system associated to the exponential dichotomies. For all A # 0, we may choose PE (0,A) = PR (0,)). We
will show that (6.2) also has this property.

Lemma 6.1. For each A € Q, the linear system (6.2) has an exponential dichotomy on RT with con-
stants K°(\), L°(X), stable decay rate o < minyeq{Re 2,—Re u(\)}, unstable decay rate B°(\) =
infycq{Re (N}, and analytic projections Pf(g,\) satisfying P;r(f,)\) = P;({,)\) for all X # 0. Fi-
nally, we have |P;r(fr, A) — PE(X)| = O(e) where PE(X) is the stable spectral projection for the asymptotic
system AT.

Proof:  We consider the case of RT, the situation for R~ is similar. Choose a° so that

max{Re (pe(A), Re (45 (V)} < —a” < minRe (4, (A)-

By the estimates in (6.3) such a choice is possible. Let P} (\) be the spectral projection associated to the
eigenvalues pf and pf. Tt is clear that 2 = AT (\)z has an exponential dichotomy on R for any value
of A € Q (allowing o < 0 if necessary). We note that the constants K(\) and L°()\) are continuous with
respect to A. This is observed since

1 /(A+()\) —zI)tet*dz,

tAT () poo _
€ + T 9
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where 7 is a closed curve in C surrounding p} () and pf()) for all A € €, with maximal real part —a® so
that it does not enclose any p.t(\). Then

+ i 1 B —a0
TP o [ 1At 0) - enldsle,
v

so that .
K°(\) = —/|(A+()\)—zl)_1||dz|,
2 5

and is continuous in A. Let C(&,\) = A(E,1,0) — AT(X). Then |C(&,N)| < Cre=% as € — oo for some
d > 0 and Theorem 8 implies that (6.2) has an exponential dichotomy on R* with the same decay rates as
the limiting system, A". This establishes the first part of the lemma, for the remainder we appeal to the
mechanics of the proof of Theorem 8.

Without loss of generality, assume that the stable and unstable decay rates are equal and are a()). Select
o so large that f;c |C(7,\)|dT < 1/(2K°()\)). Then the following operator T is a contraction map on the

space of continuous, bounded matrix functions of RT,
1 )
Te(£, &) = er=Ef) pt 4 / AR ET) PEC (7, M) (7, o) dT — / A% ET) (1 — PEYC(7, N (T, &o)dr.
o 3

The unique fixed point, ¢* defines the stable projection at &g, i.e. P;' (&) = ¢*(&0,&0). The projection at
other values of £ can be found using the flow property, see (4.4). This leads to the following equality,

PHEN-PE(N) = - /§ E A=ED PE(N)C(r, )X (7,€)(1 = Pf (€, )))dr
- /OO A=) (1 = PR)CO(r, \) X (1,€) PL (€, N dr.
3

Here X (£, &) is the fundamental matrix solution for (6.2). Since & = —8;log(e), for §; arbitrary but O(1),
we may select 67 so that |P}F(£r7>\) — P°| = O(e) holds. Note that the spectral projection PJ depends
analytically on A. The projection P;[ (&, A) is also analytic since it is given as the limit of analytic functions
that converge uniformly on €.

The range of Py (&, ) is unique, but its nullspace is not. By the above construction, we have ker Py (§p, \) =
ker P{(\). The same analysis applies if we were to start with a different projection P2 (€, \) for the asymp-
totic system, A*. In particular, we still have [P/ (£, A) — PE(A)] = O(e) since [P} (&, A) = P (&, M)
behaves as before and |P2¢% (£, \) — PE(A\)| goes to zero exponentially as & — co.

We now consider all of R. The subspace » = 0 is invariant and an exponential dichotomy exists there
on R*. It only remains to show that the final direction can be chosen appropriately. This follows since the
stable projection on the positive half-line is unique and must have component in the r direction. Thus, there
is a stable projection on R* and it is given by

+
PE(EN) = ( Fr&A) ved) ) (6.4)

The matrix is written in block form, so v is a two dimensional vector. Finally, for all A € Q, A # 0, we
may select P;r()\) = P; () and an exponential dichotomy then exists on all of R with the appropriate
modifications of the unstable and stable decay rates.

We now analyze the full problem (6.1) over the front for sufficiently small e. Divide the interval J; into
two pieces:
J; 1= (-00,0), J]T = (0, -6 log(e)).
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Lemma 6.2. For all (k,a,c1, M) € 11, there exists an ey > 0 such that for all 0 < € < ey and X\ € Q, the
equation (6.1) has an exponential dichotomy on R* with analytic stable projections Qf(ﬁ, A, €) and constants
K()\), L(A\), a(\) and B(N\). Furthermore, K and L are O(1) with respect to €, B(A) = B%(A\) + O(elog(e))
a(A) = a’(\) + O(elog(e)) and Q?(f, A€) = Pfi(f, A) + O(elog(e)).

Proof:  The existence of the exponential dichotomy follows from standard roughness of dichotomy
results, see Theorem 7. The one subtlety is the fact that for e small but non-zero, the interval J]'f is finite,
so exponential dichotomies exist there trivially for any choice of the projection. To avoid this problem, we
expand J;r to all of RT in such a way that |B(&, A\, €)| = O(elog(e)) for all £ € RT. Following the proof of
Proposition 4.1 in [6], the unique bounded matrix solution to the full problem is given as the fixed point of
the following integral equation,

3
TH(€) = X(& &) Pf (S0, N) + i X(&,5)Pf (s,A)B(s)¢(s)ds

- /;O X(&,5)(1 = P} (5, 1) B(s)(s)ds.

It is easy to show that this constitutes a contraction mapping on the space of uniformly continuous, bounded
matrix functions on R* with contraction constant § = O(elog(e)). The unique fixed point of the mapping is
given by ¢*(s). The stable projection for the perturbed system is then given by Q;{ (€0, A, €) = 9*(&o) and the

estimate Q? (& A e) = Pfi(g, A) + O(elog(e)) follows from [6]. When restricted to J, the projection is not

unique. However, any two different projections differ by only O(e!+975° log(€)) amounts. If the extension to
all of RT was done so that B(&, A, €) is analytic in A for all £ € RT then the projection Q}"(f, A, €) is analytic
as well. In addition, we have (see Proposition 4.1 in [6])

_ 2(L0%)? KO = 2(K°)?
14210 4+ (1+2L°)y1—20 —4L0 14 2K9 4 (1+2K9)y/1— 20 — 4K°
BN =p"vV1-20 , a())=a’V1-20,

where we see that K(\) and L()\) are both O(1) and B()\) = 8° + O(elog(e)) and a(A) = a® + O(elog(e)).

L)

This establishes uniformity of the exponential dichotomies with respect to €. To show the same for A, we
will need to define new constants

Kf=1Lf= sup L(A), By = jnf B(N), oy = inf a(}).

The oy and (5 are O(elog(e)) close to a’(A) and A°()). In turn, these attain their minimum on the boundary
of 2, at A = —4. Since there is a spectral gap at this point, there remains a spectral gap between a; and
By for sufficiently small values of e.

To recap, we have shown that there exists Q? (&,€,N), Ky, Ly, oy and Sy so that

X (62,6)QF (1,6, M| < Kpe® &8 for & >& &,6 € Jf
[X(&2,6)(1 = QF (1, e, M) < Lye™ @078 for &1 >& &6 € 7.

This has been shown along the front. We conclude the analysis of the front with an important observation.

Corollary 1. The subspace of solutions for the full system that converge to the origin as & — —o0 is given
exactly by the range of Q}? In other words,

P~(0.)¢) = Q7 (0, \,e).
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6.2 The Back

To construct an exponential dichotomy for the solution of the eigenvalue problem along the back we would like
to follow the same approach as that of the front. In that situation, the exponential decay of the leading order
solution to the rest points along the slow manifold allowed for the construction of a leading order exponential
dichotomy with decay rates specified by the exponential behavior of the rest state. A perturbation argument
was then used to extend this dichotomy to the full system, albeit on a smaller, asymptotically large domain
in £&. We will use the same general approach for the back, however, the algebraic instead of exponential
decay of the solution to the knee will complicate the analysis considerably.

We begin the analysis of the back by introducing a new variable, y. We will select x = 0 to correspond to

the unique point along the back where U = (U+9) Tn this way, the interval J, = (&(¢€), & (€)) in £ corresponds

3
to an interval in x of the form (—%7 —6;log(€)). In terms of this new variable, we have that
Up(x) + €'*Ur(x, €)
W(x) = Wy+ePWilx,e),

=
=
I

with |U;] and |W;] bounded by a constant M,, independent of e. As we did for the front, our approach will

consist of three steps. First, we consider the reduced (w = W}), singular (¢ = 0) case and show that this

system has an exponential dichotomy for all A € 2. Second, we extend this exponential dichotomy in the

singular case to all three dimensions. Finally, we show that this solution persists using Theorem 7.
Following subsection 6.1 we write the linearized eigenvalue problem as

' = (A(x, A\, 0) + B(x, A\ €)) , (6.5)

for 2 = (p,q,7)T. The singular system is given by

0 F 0
AN 0) = | F(fu(Us, Ws) + ) cF?  Ffw(Us, W) + 255 U} — 25 FwU,
0 0 -2

c

Let AT = limy 400 A(X, A, 0). As was the case with the front, the » = 0 subspace is invariant under the
singular flow. The dynamics in this invariant subspace is given by the system 3’ = Ag(x, \)y with

B 0 F(W)
Ar(X,A) = < FOW,)(fur (Uy, Wy) + A) cF(WZ)2 >

This system is precisely the linearized eigenvalue problem associated to the Fisher-type equation for the
jump back. The spectrum of this systems has been studied in [37], the results of which are summarized in
the following lemma.

Lemma 6.3. Fiz (k,a,M,c;) € II. For all A € Q, the system y' = Ar(x, \)y has an exponential dichotomy
on R with projection P%(x,\).

Proof: The proof follows the one contained in [37], where n-degree Fisher equations were studied. It
can be summarized as follows. The existence of a spectral gap between the limiting eigenvalues is shown.
The slow algebraic decay prevents the direct application of Theorem 8, since A(y, A,0)— A~ is not integrable.
The existence of a spectral gap for all y < 0 allows for a diagonalization of the leading order system. This
system can be solved by exponentiation and the decay rates can be bounded in this way. The next order
correction now involves derivatives of the linearizing transformation and therefore it converges with at least
rate O(C/x?) and Theorem 8 can now be applied. This establishes an exponential dichotomy and then
Sturm-Liouville arguments can be applied to show that this exponential dichotomy may always be extended
to all of R (i.e there exists Dp(\) # 0).

We must show that the same technique may be applied consistently for all parameter values in II, that is,
we must demonstrate the existence of a spectral gap between the frozen eigenvalues so that the diagonalization
step is justified. The remainder of the proof follows as in [37]. Recall that at the knee (U, W) = (Uknee, Wknee)s
we have fy(Ugnees Wknee) = 0. In addition, we have that fu (Uy, W;) < 0 close to the knee. Near the left most
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side of € we must ensure that a spectral gap exists between p, and ps (a gap between p, and p. was shown
in (6.3)). In other words, we must show that the Re (¢>F(W,)* +4F(Wy)?(fu (Uy, Ws) + X)) > 0. Any easy
calculation finds that fu (Uy, W,) attains its minima at Uiy = 3(1+a) and that fu (Upin, W) = =(1+a).
Then,

2k(1+a)’F(W)?  k(1+a)?
P F(Wy)* + AF(Wy)2 fur (Unmins Wo) = F(Wb)z( ( F(>0)2< D) . ) )
2F(Wp)?2 1 k(1 + a)>2F(Wy)?
= k(1 PO e — 2 ) > 6.6
(e aprm (2R - ) = MR g
The last inequality follows since 2F (W) > F(0) for parameters in II. Then, selecting 0 < 6 < W

implies that Re (uy(&, ) > Re (us(&,N)) for € along the back and A € Q. Due to this spectral gap, there
exists a diagonalizing transformation Q(x,\), and the proof in [37] can be extended.

We do not remark on the analyticity of the projection Plb%7 although it is also studied in [37]. This is
because we will only use the projection along the back as a skeleton by which to track the analytic projection

P*(0, A, €) and this process will not require analyticity of P%. Next, we extend these exponential dichotomies
to all of C3.

Lemma 6.4. Fiz (k,a, M, c,) € II. For all A € Q, the singular problem 2’ = A(x, A,0)z has an exponential
dichotomy on R with projections Py(x, \) and constants K (\), LY(\), a2(\) and B2(N). In addition, we have
|Py(&5, A) — Prnee(N)| = O(€'/?) and |Py(&,\) — PI;FOO()\)| = O(e) where Pypee(N) is the spectral projection
associated to stable eigenvalues of A~ and P::OC()\) is the same for AT.

Proof:  We proceed as we did for the front. The exponential convergence of A(x, A, 0) to its asymptotic
state as xy — oo implies that the analysis will be identical to that of the front for RT. Thus, we consider
X < 0. Due to the slow convergence of A(x, A,0) to its asymptotic state as y — —o0, it is again not possible
to apply Theorem 8 and find an exponential dichotomy with the same decay rates as A~. However, we recall
that the spectral gap between unstable and weakly unstable eigenvalues persists for the full system due to
the calculation in (6.3). This gives the existence of a and 3§ such that

max{Re (1()), Re (1506, A))} < —af < By < minRe (uu(x, A)-

Let C(x,\) = A(x, A,0) — A~. To show the existence of an exponential dichotomy, we set up a fixed point
equation as we did before,

X

To(x,x0) = e XX(1 = Ppuee) — / e X (1 — Pree)C(7, (7, x0)dT

X

X
+ / A0 P O(r, M) (. xo ).

We can not apply Theorem 8 (C(x) is not integrable). Instead we fix xo < 0 large enough so that we may
apply Theorem 7 to conclude the existence of an exponential dichotomy with decay rates ag and ﬂg (see also
[31] for a similar argument using Fredholm properties). The unique fixed point of the operator, T, when
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evaluated at x = xo is the unstable projection (1 — Py(x0,A)). Now we have,

(1-=PF0A) = X x0)(1 = Po(xo, A)X (xo, x) = " (x: X0)X (X0 X)
6A7(X_X0)(1 — Prnee) X (X0, X) — / eAi(X_T)(l — Prnee)C (T, A) 0™ (7, x0) X (X0, X)dT

+ / et O P O (7, )" (7, x0) X (X0, X)dT

Xo _
(1= Ponee) + / AN (1 = Pl ) C(r N X (7, x)dr
X
- / (=T(1 = Prnee) C(r, N (7, X0) X (x0, )7
X

X _
+ / e X Prnee C(7, N " (7, X0) X (X0, X)d7

— 00

Xo _
(1 - Pknee) + / eA (XiT)(l - Pknee)C(Ta )‘)X(Ta X)Pb(Xa A)dT
X
X _
b [ AR O VX (0 = Palx A,

The algebraic decay of the solution to its asymptotic limit implies that there exists a K. > 0 so that for all
T < xo we have |C(7,\)| < —£=. Then,

T

0 X0 o—(By+a)(T—x) 0 X e—(ap+8y)(x—7)
b X — Iknee = c — c e —
|Py(x, A) — P N < K KK/ dr+ L LK/ d
X — 00

X0 o—(Bp+op)T
+f<e(ﬂ}3+a2>x/ ’ 60( ’ Ob)2d7+ I
x By +oy)r (o + By)Ix]

S ET

where we have integrated by parts and neglected negative terms in the first integral. Since xq is fixed, we
have for xy < 0 and sufficiently large, the second integral is dominated by its value at x. This leads to the
following characterization,

| Py(x, A) — Prnee(N)| = O(\X|_1) as  xy — —oo.

Since, xx = —0re /3, this implies that |Py(xk, A) — Prenee(N)| = O(e1/3) as required. As was the case with
the front, changing the range of (1 — Py(x,A)) (the nullspace of Py(x,\)) does not affect the results.

This leads to the following result.

Lemma 6.5. For all A € Q and e sufficiently small, the system (6.5) has an exponential dichotomy on J,
with projection Qu(&, A\, €) and constants Ky, Ly, ap, and By. Furthermore, we have that

1Qb(éb, N €) — Qu(&, X €)| = O(/?).

Proof:  The persistence of the dichotomy for small € # 0 is a consequence of the roughness of expo-
nential dichotomies as in the case of the front, see Theorem 7.

6.3 The Right Slow Manifold

In this section, we will show the existence of an exponential dichotomy for the solution of the linearized
eigenvalue for all £ € J,. and e sufficiently small. We have the following result,
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Lemma 6.6. For all (k,a,c1, M) € II there exists an €, such that for all 0 < € < €, the linearized eigenvalue
problem x' = A(E, A, €)x has an exponential dichotomy on J,. with projection Q.(&, A, €) and constants, K,,
L,, o, < infeey, xeomin{Re (—us(€, \)), Re %A} and B, < infec s, req Re po(&,N), all defined O(1) with
respect to €. If P.(§,\) is the spectral projection for A(&, A\ €) for each € € J,., then we have |Q,.(§, )\, €) —
P.(&, )] = O(e) for all € € J,.

Proof:  Along the slow manifold, the linearized eigenvalue problem varies slowly with £. The existence
of an exponential dichotomy with the above properties is a direct result of Theorem 9, see Proposition 6.1
in [6].

We conclude with a result that compares the projections at the transition point between the front and
the right slow manifold.

Lemma 6.7. For all A € Q and e sufficiently small, we have,

1Qf(&rs As €) = Qr(&rs Ay €)] = O(elog(e)). (6.7)
Proof: From Lemma 6.1, Lemma 6.2 and Lemma 6.6,
[PF (&, A) = PE(N)| = O(e)
|Qf(§7‘7)\76)) _P;'»(g’m)\)' = O(elog(e))

‘QT‘(ET’a)\aG) 7Pr(€ra)‘)| = O(E)

Note that P.(&.,A) = PE()) since both are the spectral projection of the linearized eigenvalue problem at
e=0and (U, W) = (1,0). The result follows.

]

6.4 The Left Slow Manifold

The analysis along the left slow manifold is similar to that of the right slow manifold. Therefore, we have

Lemma 6.8. For all A € Q and e sufficiently small, the linearized eigenvalue problem on (& (€),00) has an
exponential dichotomy with analytic projection Q(§, A, €) and constants K;, L;, a; and 5. In addition, we
have that the range of Q;(§, )\, €) describes the unique space of solutions that tend to zero as & — oo, i.e.
Qi€ N\ e) = PT(E, N\ €). Also, we have

|Qi(&1, A €) — Qu(&1, A, €)| = O(elog(e)).

Proof:  The proof is analogous to the right slow manifold. The one additional detail is to justify that
Q1(&, )\, €) is analytic, which follows due to the analyticity of the spectral projections and arguments similar
to those used to show analyticity for the front.

6.5 The Knee

In subsection B.2, the flow as it passes the knee is broken into three pieces corresponding to the various
charts introduced in [23]. The interval (& (¢), & (€)) corresponds to the solution as it traverses from Y& to
94t in chart Ky. For the purposes of this subsection, it is only important that while in the chart Ky, the
solution can be represented as

(U7 w) = (Ukneey wknee) + 0(61/3)7

where Ugpee and wgpee are the coordinates of the knee. This allows us to write the linearized eigenvalue
problem near the knee as

' = (Agnee(N) + B(E, )\, €)) z, (6.8)
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where sup 5, |B| < Cre'/? and,

0 F(wknee) 0
Aknee()\) = F<wknee))\ CF(wknee)2 F(wknea)uknee
0 0 -2

c

We will attain the following result.

Lemma 6.9. For all A\ € Q, and for € sufficiently small, the system (6.8) has an exponential dichotomy
with projection Qr (&, A, €) and constants Ky, Ly, ax and By. Furthermore, we have

|Qr (&, N €) — Qul(ér, Ay €)] = O(/?).

Proof:  The proof follows from Theorem 7. The leading order system has an exponential dichotomy
since it is constant coefficient. The techniques involved are very similar to the case of the front so we will
not repeat them here.

6.6 Tracking the subspaces P7(0,\,¢) and 1 — P~(0, A, e)

Eigenvalues in €2 are given by values of A for which the stable subspace at £ = oo intersects nontrivially with
the unstable subspace at £ = —oo. In the preceding analysis, these subspaces were constructed as Q;(&, A, €)
and 1 — Qf(&, A, €) respectively. In order to locate eigenvalues, we must compare the subspaces at the same
value of £. Therefore, it will be necessary to track these subspaces as the evolve along the wave. We will use
the exponential dichotomies constructed in the previous sections to accomplish this. The essential elements
that we must understand are how subspaces evolve under exponential dichotomies and how to transform
these subspaces and we pass from one exponential dichotomy to the next. The following lemma will be
instrumental in this analysis. It is reminiscent of the elephant trunk lemma [13].

Lemma 6.10. Suppose that the system z’' = A(£ e, \)x has an exponential dichotomy on the interval
(a1(€),az(e)] with projection Q1(§,€) and constants K1 and a1 on the unstable subspace and Ly and 1
for the stable subspace. Likewise, suppose that on the interval [as(€),as(€)) the system also has an expo-
nential dichotomy with projection Q2(§,€) and constants K, as, Lo and Bs. Suppose that at the transition
point, |Q1(az,€) — Q2(az, €)| <7, for a sufficiently small value of .

Let 0 < 1 < 1 and consider v € C? so that

|Q1(a1, f)’U\
(0= Qu(ar, o] ~

Then we have that at & = az(&,¢€),
|Q2X (az, €)v|
I(1 = Q2)X(az)v

with

2,-)/ + Kle e—(&1+51)A1(€)
= 129 ’

where A1 = as(€) — ay(e€).

Proof: From the definition of exponential dichotomies we find that

|Q1(a2)X(a2’6)v‘ < H e~ (@1 +B1)A1(e)
[(1—Q1(a2))X (az)v] = K1Lq

For ease in what follows we will label ¢; = KI’LLI e~ (@1 +8)A1(9)  We suppose that Q; = Q2+ D with |D| < 7.
We then can conclude,
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|Q2(az2) X (az)v |Q1(az) X (az)v| + [DX (az)v|
¢1]X (a2)(1 — Q1(a1))v| + |D[| X (az)v]
¢1](1 — Q2(a2)) X (az)v| + 27| X (az)v|

¢1|(1 = Q2(az2)) X (az)v| + 27|Q2 X (az)v] 4 27[(1 — Q2) X (az)v].

ININ NN

Corollary 2. Under the same hypothesis, we find that if one starts with a cone around the stable direction,
then that cone is contracted as we move from asz(§) to az(§). Then we have at az(§),

|(1 — Q1) X (az,€)v]
QX (] =M

where
27 4 Kng e—(a2+52)A2(€)
H1 =

1— 2y

Note that these results still hold even if «; is negative, provided that the exponential rate 3; is sufficiently
large and positive.

6.7 Completion of the Proof of Theorem 3: The Evans Function

We will now use the information derived in subsections 6.1-6.5 to approximate the Evans function for the full
problem, (4.2). Recall that P (£, A, €) denotes the stable projection for the full linearized eigenvalue problem
on RT. Similarly P~(&, ), €) is the stable projection on the negative half line R~. The Evans function can

be written as
D(A\) = rmgP* (0, )\, ¢) Arng(1 — P~(0, \, ¢€)).

We will establish the following result, which will imply Theorem 3.

Theorem 4. For all A € Q and 0 < € < €3 we have
D(X) = Dp(N) + O(elog(e)).
Therefore, D(X) # 0 in Q2 with the exception of a simple zero at the origin.

Proof: To compute the Evans function, we must track P*(£, ), €) from the interval J;, wherein we
possess an explicit formulation for the projection, to & = 0 where it will be compared with P~ (0, A\, ¢). We
begin at &;, where

P&, M €) = Qi(&, N ).

Fix 0 < m < 1/3 and O(1) in € so that n, > |Qi(&, A €) — Qp(&1, A €)] = O(elog(e)). This implies that
P&, N €)= Qp(&, N\ €) + O(elog(e)). Let v € tngPt (&, A\, €). Then the existence of a spectral gap for the
back and the fact that |.J;| = O(¢~/3) implies by Corollary 2 that

|PT (&, A €) — Qu(&p, A, €)] = O(elog(e)).

We now repeat the process. Fix 0 < 7, < 1/3 so that n, > |Qp (&, A, €) — Qr(&p, A, €)] = O(e/3). Again,
there exists a spectral gap and we have that |Ji| = O(e~'/3). Again Corollary 2 implies that

|P* (&, N €) — Qrléry Ny e)| = O(€'/3).
Two subsequent applications of this process yield,

P& N e) = Qr(& Ne)] = O(/?)
[PT(0,X,6) —QF(0,A6)] = O("* 51 Jog(e))).
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Finally, we have by Corollary 1 of Lemma 6.2 that P~ (0, \,¢) = QJ?(O, A, €). Then Lemma 6.2 implies that

D(X)

mg (QF (0.7, €) + O(elog(€)) ) A mng(1 = Q7 (0,A,6))

= rng (P;F(O, A, e)) ATng (1 — Py (0,A, 6)) + O(elog(e))
= g (P (0,\€)) Arng (1 — P5(0,),€)) + O(elog(e)),

where the last equality follows from (6.4). These projections are analytic in A and we have that D(\) is
asymptotically O(elog(e)) close to Dr(A). Since Dp(A) has only one zero in €, then Rouche’s Theorem
implies that for e sufficiently small D(A) must have only one zero as well. This eigenvalue must lie at the
origin due to the translational invariance of the wave.
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A Center Manifold Computation
We augment the traveling wave equation with an equation for e. Then the knee,
(’LL, v, w, E) = (ukn667 07 Winee, 0) 5

is a center-unstable fixed point with one positive eigenvalue and three zero eigenvalues. The positive eigen-
value is cF?(wgnee). The corresponding eigenvector is w. = (1, cF(wWgnee),0,0). As an eigenvalue, zero
has geometric multiplicity one (algebraic multiplicity three), with eigenvector wy = (1,0,0,0) and gen-
eralized eigenvector wi = (0,1, Fyy (Winee) f (Uknees Wenee) + F(Wknee)Uknee, 0), and we = (0,0, kugnee —
Winees C(CFW (Wenee) f (Uknee, Wenee) + F (Winee )Uknee)?). For ease of notation, we denote the values of u and
w at the knee by

1+a
Uknee 9

k
Whnee = Z(l - a)2.

To compute the center manifold approximation we suppose

v = baoo(U — Uknee)? + bo10(W — Wrnee) + boo1€ + b1o1€(U — Unee) + boo2€” + bozo(W — Wrnee)?

+ bllO(u - uknec)(w - wknee) + b0116(w - wknee)-
In order to proceed, we first expand

F(w)=Fy+ Fi(w — wgpee) + - - -

where
1 1 M 2
F = 3 5 ’s 1 —)2 - — nee
0 2( +201)+2\/( o) T
1 M 2 -1/
F = T35 —)?-= nee
! 201 <( 201) C1 Wk )



The center manifold approximation requires us to express the nonlinearity in terms of local coordinates at
the knee,

ku(u—a)(u—1)+uw = k(u— trnee)® + (3ktrnee — k(1 +a)) (4 — Ugnee)?
+ (U — Ugnee) (W — Whpee) + Uknee (W — Wrnee)-
The linear terms in (u — ugpee) drop out since,
Fo(3ku} e — 2k(1 4 @)upnee + ka + Wgnee) = 0.

We now insert the center manifold ansatz into the differential equation for v. Working order by order, the
coefficients in the center manifold expansion are computed to be,

k(14 a) — 3kugnee

baoo =
CFQ
—Uknee
boio =
CFO
2
b _ UkneeWknee — kuknee
001 —
AE

The reduced dynamics on the center manifold are then given to leading order by

ug = Fobaoo(t — Uknee)? + Foboro(w — Winee) + - - -
we = ¢ (kuknee _ wknee) +..

c c
65 = O

B Proof of Lemma 3.4: Corner Estimates

A crucial feature of our approach is the ability to divide the domain, R into pieces over which the dynamics
are effectively described as a perturbation of the front, back, left slow manifold, right slow manifold or near
the knee. Within these domains, the solution is either characterized as being pointwise close (in &) to the
singular solution (front, back, knee) or as evolving at an O(e) rate (slow manifolds).

The purpose of this appendix is to explain the tools that we use to justify this decomposition. We review
this material in order for the article to be self-contained.

For O(1) timescales along the front, the true solution remains O(¢) close to the singular solution. We seek
the optimal time scale over which the solution ‘turns a corner’ from evolving pointwise close to the singular
solution along the front to evolving at an O(e) rate, or equivalently being O(e) close to the slow manifold.
Hence, the term corner estimates. For entry and exit to the slow manifold at normally hyperbolic points this
question has been answered by a theorem in [9]. We state it and repeat the proof here for completeness and
for motivation for the case when the exit from the slow manifold does not occur at a normally hyperbolic
point.

B.1 Corner estimates - normally hyperbolic points

Before stating the theorem, we note that the theorem relies on the use of Fenichel normal form to describe
a neighborhood of the slow manifold. For convenience, we will assume that we are working with the entry
to the right slow manifold. The corner estimates for the entry and exit points for the left slow manifold are
similar. Here, we assume a transformation has been performed which places the system in Fenichel Normal
Form, see [11, 18]. The Fenichel Normal Form is

ad = Aa,b,y,€e)a
b = T(a,b,y,e)b
y/ = Eg(a,bvyaG)'
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The matrix A has spectrum in the right half plane, while the spectrum of T" lies in the left half plane, with
both bounds being strict and independent of €. The slow manifold is represented by the set (a, b, y) = (0,0, y).
Consider a box D surrounding the slow manifold and define two manifolds of entry and exit points,

Nl = {(aabvy) | GE[—A,A],b:A7y€[yo—A,yo—FA]}

N2 = {(a7b7y) | a’e[_A7A]ab€[_A7A]ay:yl}'
We assume for all € > 0 and sufficiently small, there exists a solution entering the slow manifold at time
& through N; and then passing through Ny at some later time & (¢), which is O(e~1). We further assume
that this solution satisfies lim._,gy(§1) = yo. The dynamics as one enters through N; describe the fast

layer problem, while as the solution passes through N5 the leading order the dynamics are given by the slow
manifold. We will define a corner function Z(¢€) that will describe the transition between these two regimes.

Theorem 5. [9] Let Z(¢€) satisfy lim._0Z(e) = oo and lime_,0€=(e) = 0. Then we have that
lim (CL, b7 y)(E(€)’ 6) = (07 07 yo)
e—0

Moreover, if 2 = —0log(e) for some 0 > 0 and if ||y(&1,€) — yo|| = O(€), then there exists K > 0 for which

1 _ —
gll(a,b,y)(:(ew) —(0,0,%0)[| < KE(e),
as € — 0.

Proof:  The proof of this theorem can be found in [9]. However, for completeness we will reproduce
it here. We will assume that both a and b are one dimensional, which is sufficient for the purposes of this
work, but the result is true more generally, see [9]. We assume there exists local constants oy and S+ such
that on the box D for sufficiently small € we have,

0<a_ <A(a,by,e) < ay
B- <T(a,b,y,e) < B4 <0.
We find that if £ > &, then
|a(€)] > la(€r)le™~ (€50

Since a(&2) € Na, we have
la(&)] < Ae— - (&2—¢&1)

Using the upper bound on A, we find in a similar fashion that

a_Kg

la(Z(e))| < Ae—o-btorBl@—(ar—a )b — g o=

)

where K, 1 and K are positive constants. We therefore have that as e — 0 then a(Z(¢)) — 0, as well.
For b, the result is more immediate, as we have

B(&)] < [b(er) [P+ (-8 < A=),

This implies that B
b(Z(e))| < Aem(:(e)—él)7

and by hypothesis on Z(¢) we find that this also goes to zero in the limit as € — 0. The solution to the slow
component may be written in the implicit form

E(e)
WE@ ) =u(@0+e [ glalo,).b(0,0y(o:e). o
1
Since the box D is compact, we may take the supremum over D and arrive at

ly(E(e), €) = y1(&1, )] < e(E(e) = &1) L

By the hypothesis on Z(¢) and y;, we arrive at the desired result. Since the convergence to zero of a and b
is exponential, we find that the second part of the result follows, as well.
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B.2 Corner estimates - the flow near the knee

At non-hyperbolic points, a Fenichel normal form does not exist, and therefore the techniques in Lemma 5
do not apply directly. Instead, we will use the normal form for a fold point derived in [23] to divide the
domain into three pieces: one where the solution evolves at an O(e) rate, a second where the solution is
pointwise 0(61/ 3) close to the non-hyperbolic knee, and a third where the solution is pointwise 0(61/ 3) close
to the singular solution along the back. In fact, this decomposition has already been done in [23] in terms
of various coordinate charts, so our task will be to confirm that their decomposition satisfies the properties
that we are interested in.
We recall from the existence proof the normal form for a fold point presented in [23],

¥ = —y+22+0(e,xy, v 2?)
Y = —e+ Olex,ey, ) (B.1)
e = 0.

This system was analyzed using geometric desingularization techniques. The approach is to introduce a

change of coordinates,

T =TT, y=rY, €=7r%¢,

where Z2 + 4% 4+ € = 1. In this way, the degenerate point at the origin is blown-up to a sphere. Instead of
analyzing the system in these coordinates, it is convenient to work in various coordinate charts. The three
charts K1, Ko and K3 are introduced in [23] and are described using the local coordinates
= Ty, y:T%, €= 7"%617
= T2T2, Y= 7’5?/2» €= Tgﬂ
r3, Y= Tgyi% €= T??,)ES'

Recall the definition of the entry and exit subsections for some value of p > 0,

A" = {(z,p%),x € J}
A% = {(p,y),y € R},

Definition 3. For p > 0 and § > 0, both small but O(1) with respect to €, we define entry and exit subsections
for the the charts defined above.

Y= {(x1,r1,6)|z1 R,y = p, e €[0,0]}

¥oul = {(xy,r1,€1)|r €R,ry €0, p], 61 = 6}
9= {(2,y,ma)|y2 = 677}

g = {(22,y2,72)|z2 = 671/}

25 = {(r3,ys,€3)lr3 € 0,0, y3 € [~ B3, B3], €5 = 6}
23" = {(rs,ys, €e3)|rs = p,ys € [0, 53], €3 € [0, 0]}

The flow from the entry subsection A™ to A°“t is described with the aid of transition maps I : %" — R9ut,
I : X — X9% and I : 2§ — Bg%.

The following facts are shown in [23].

Theorem 6. [23] There exists constants p > 0 and § > 0, both O(1) for which the trajectory entering A™,
exponentially close to the slow manifold has the following properties:

1. The derivative of any trajectory that stays O(e€) close to the slow manifold in chart Ki has a derivative
bounded by O(e)

2. While in chart Ko, the tracked trajectory is (9(61/3) close to the fold point.

3. While in chart K3, the tracked slow manifold is O(e'/?) pointwise close in x to the flow for the reduced
(e = 0) system along the back
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The proofs of 1 and 2 follow from [23]. We will establish 3 in the following lemma.

Lemma B.1. Consider the fold-point normal form (B.1). There exists a function Z(€) such that if ©(0,€) =
0, ¥(0,€) = O(2/3) then there exist a K > 0 for which

(2, y)(t, €) — (2(t),0)| < Ke/?

3

Proof: = We desingularize as in [23]. Let * = o, y = o%y3, and € = o3e3. Then equation (B.1) is

transformed to

o = 0’F(0,y3,€3)
yé = 630’(—1 =+ O(O')) - 2y30'F(0-7 Y3, 63)
eg = —3630’F(0'7 y3,€3)7 (B2)

where F' =1 — y3 + O(0). We consider initial conditions of the form,
z(0)=p, y(0) = re®/?,
which transform to the initial conditions,
/3 €

a(0)=p, y3(0)= 57, e3(0) = E

The vector field in (B.2) may be desingularized by defining a new time scale,

T:/o o(s)F(o(s),ys(s),es(s))ds. (B.3)

Provided that F' # 0, this rescaling of the independent variable serves only to change the time parametrization
of solutions. In the new variables, we have

o = o0

. €3

Ys = —2yz— +oe3G(0,y3,€3)
1—ys

é3 = —363.

The nonlinear term 1f3y ~ is non-resonant and can therefore be transformed away using a smooth change of

coordinates. This system is (in new coordinate g3) is

o = o
Ys = —203 — €3 +oesH (0,73, ¢€3)
é3 = —363.

This system may be solved implicitly as

o(t) = €70(0)
3(1) = e 2"§3(0) + e3(0)e 2" (e7" — 1) + 0(0)ez(0)e 27 /0 H(o(s),ys(s),es(s))ds
e3(1) = e *Te3(0). (B.4)

A contraction mapping argument and the fact that H is at least C* in y3 shows that there exists a unique
y3 solving (B.4) so long as (o, ys, €3) stays in the compact set

D := {(0—7 y3763)|0 S [Oap]ayfi S [753353]363 S [0,5]}
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Noting the initial conditions, we see that the solution is defined on the interval (Z,0) with = = %log(gggo) ).

o(2) = 6 Y3(0)30(0)

- j / =
@) = B 5 05— o(0)ea0) P [ H(o(s) () a5
63(&) = 0.

Note first that (o(Z), y3(Z), e3(Z)) € L. Also, we have (0) = p, y3(0) = mif’ and €3(0) = 5. Reverting
to original variables we have,

5—1/3.1/3
0(62/3)

eB) = ¢

~— ~—

with = = %log(ﬁ). This gives the transition time between X" and %$“* in terms of the 7 timescale. Let

= be the transition time in the ¢ timescale. Then (B.3) provides,

2= /o: o(o)F(o(s),ys(s),es(s))ds.

To compute the leading order description of Z, we note that o(s) = O(—1/s) as s = —oco. Using the fact
that F =1 —y3 + O(o), we derive
oM _¢o

—ds.
s

[1]:

¢

|
T

This implies that N
B~ —Ce =~ 013,

An easy computation shows that this solution remains pointwise close to the € = 0, y = 0 solution on the
interval (E,0).

C Brief review of roughness of dichotomy results

The existence of the exponential dichotomies on each subinterval will follow from various roughness of
dichotomy results. For completeness we list those results here.

Theorem 7. (Proposition 4.1 in [6]) Let x € R™ and suppose that the linear system z' = A(§)x has an
exponential dichotomy on J. Then, the linear system x’' = (A(§)+ B(§))x also has an exponential dichotomy
on J provided that |B(§)| < § for all £ € J, for some § sufficiently small.

Note that the decay rates of the exponential dichotomy will be altered by O(§) amounts. A stronger
result is provided by the following theorem.

Theorem 8. (Chapter 4 of [7]) Suppose that ' = Az has an exponential dichotomy on J. Suppose that

| e < .
then the system «' = (A+ B(§))z also has an exponential dichotomy on J with the same decay rates as the
original exponential dichotomy.
A final result will be useful for the analysis along the slow manifolds.

Theorem 9. (Proposition 6.1 in [6]) Suppose that the n x n matriz A(§) is bounded and hyperbolic for
all £ € J with k eigenvalues with real part less than —a < 0 and n — k eigenvalues with real part greater
than B > 0. In addition, suppose that A(§) is continuously differentiable and there exists a § > 0 such that
|A(&)| < § for all £ € J. Then the linear system ' = A(§)x has an exponential dichotomy on J.
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