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Abstract. Centroidal Voronoi tessellations (CVTs) are Voronoi tessellations whose generators coincide with the mass centroids of the respective Voronoi regions. CVTs have become useful tools in many application domains of arts, sciences and engineering. In this work, for the first time the concept of the periodic centroidal Voronoi tessellations (PCVTs) - CVTs that exhibit certain periodicity properties in the Euclidean space - is introduced and given a rigorous treatment. We discuss the basic mathematical structures of the PCVTs and show how they are related to the so-called CVT clustering energy. We demonstrate by means of a concrete example that the clustering energy can lose smoothness at degenerate points which disproves earlier conjectures about the CVT energy being globally $C^2$-smooth. We discuss a number of algorithms for the computation of PCVTs, including modifications of the celebrated Lloyd algorithm and a recently developed algorithm based on the shrinking dimer dynamics for saddle point search. As an application, we present a catalog of numerically computed PCVT patterns for the two dimensional case with a constant density and a square unit cell. Examples are given to demonstrate that our algorithms are capable of effectively probing the energy surface and produce improved patterns that may be used for optimal materials design. The numerical results also illustrate the intrinsic complexity associated with the CVT energy landscape and the rich geometry and symmetry represented by the underlying PCVTs.
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1. Introduction

Centroidal Voronoi tessellations (CVTs) are Voronoi tessellations whose generators coincide with the mass centroids of the respective Voronoi regions [13]. Given their obvious geometric meaning, CVTs can be naturally viewed as a model and method for point distributions and spatial tessellations of regions/volumes in $\mathbb{R}^d$. Yet, they have also been generalized to many other spaces and abstract settings. Since the first comprehensive study on the subject published over a decade ago [13], the generality and universality of CVTs have turned them into a widely applicable tool in many subjects of science and engineering such as image processing and analysis, vector quantization and data analysis, resource optimization, optimal placement of sensors and actuators for control, mobile sensing networks, logistics system, cell biology and territorial behavior of animals, phyllotaxis, geophysical flows, optimal materials design, model reduction, point sampling, numerical quadrature, mesh generation and optimization, meshless computing, and numerical partial differential equations, see for instance, [1, 4, 5, 7, 9, 13, 14, 15, 17, 18, 21, 25, 29, 34, 36, 37, 40, 45, 46]. At the same time, there has been much progress toward the development of efficient algorithms for the computation of CVTs [10, 11, 12, 13]. For a recent review on the subject, we refer to [16] where one may also find a more up-to-date list of references.
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In this work, we consider a special type of CVTs in the Euclidean space, namely, the periodic centroidal Voronoi tessellations (PCVTs). These special CVTs satisfy certain additional properties that make them periodic in space with respect to some unit cell. A rigorous definition and some of the related mathematical properties are given later, together with some discussions on the computation of PCVTs. It is easy to see that much of the general theory and algorithms developed for CVTs can be applied to PCVTs. For example, after some necessary modifications, an energy functional (which is often the CVT energy or the clustering energy) can be defined so that its critical points correspond to PCVTs. Such an energy functional has played an important role in the computation of CVTs, as it helps turning the computation of CVTs into a problem of nonlinear optimization. Indeed, for general CVTs, it is well-known that they correspond to critical points of the associated CVT clustering energy.

Our studies of PCVTs in the Euclidean space are motivated by a number of considerations. On one hand, with the spatial periodicity, PCVTs may have independent interests such as in the latinized CVT design [42] and in materials design that can take advantage of the symmetry and periodicity [43]. PCVTs also provide good examples to understand the interplay of geometry and symmetry in determining the energy landscape of the CVT clustering energy both near equilibrium states and near metastable or unstable transition states. Indeed, except in very special cases [33], the CVT energy is not convex in general. While the local equilibria of the energy are often of interest in most applications, the saddle points provide useful information on the energy barriers and the transition path. In fact, such saddle points might correspond to local minimizers of the energy subject to certain constraints. On the other hand, PCVTs are closely related to CVTs in the conventional sense as defined in [13]. In fact, according to the well-known Gersho’s conjecture, one may speculate that as the number of generators gets large, locally all CVTs minimizing the energy would exhibit self-similar and periodic structures associated with the basic optimal Voronoi cells [26]. In two dimension, it was shown that such a cell is a regular hexagon [38] which is space tiling and forms a special PCVT in $\mathbb{R}^2$. The dual Delaunay triangulation leads to the tessellation formed by regular triangles which also serves as an optimal triangulation by many criteria. In three dimension, compelling numerical evidence also supports the conjecture [19] with the basic cell given by the truncated dodecahedron and the corresponding CVT forming a BCC lattice, which is again a special PCVT in $\mathbb{R}^3$. The dual triangulation is formed by the so called Sommerville tetrahedron which is understandably different from the regular tetrahedron as the latter is not space tiling. In addition to the facts mentioned above, the popular lattice based quantizer design [3] also leads to PCVTs corresponding to a constant density.

All of the above provides sufficient motivation for us to undertake a study of the periodic CVTs and their properties, which is the focus of this work. The paper is organized as follows. In Section 2 we formalize the concept of PCVT, illustrate them with several examples and relate them to the regular CVTs by means of the corresponding energy functional. Section 3 contains the discussion about the algorithms suitable construct PCVTs and motivates the choice of a modification of the Shrinking Dimer Dynamics algorithm as a method of choice for this problem. We also discuss the question of energy smoothness and provide a counterexample showing that the energy can fail to be smooth at a degenerate point. We move on to provide a list of examples showing the local equilibria and saddle points of the
CVT clustering energy given by PCVTs in Section 4, which reveals the complexity of the CVT energy landscape never before explored in this context.

2. PCVT concept and properties

2.1. The CVT concept in \( \mathbb{R}^d \). We first give the definition of CVTs in Euclidean space. To include the particular case of PCVTs in a natural way, we use a more general definition than those previously given in the literature [13, 16]. We begin with a given domain \( \Omega \in \mathbb{R}^d \), possibly unbounded or for much of our focus, \( \Omega = \mathbb{R}^d \), and a set of (possibly infinitely many) distinct points \( \{ x_i \}_{i \geq 1} \subset \Omega \). For each point \( x_i \), \( i \geq 1 \), define the corresponding Voronoi region (or Voronoi cell) \( V_i \), by

\[
V_i = \{ x \in \Omega \mid \| x - x_i \| < \| x - x_j \| \text{ for } j \geq 1, j \neq i \},
\]

where \( \| \cdot \| \) denotes the Euclidean distance (the \( L^2 \) metric) in \( \mathbb{R}^d \). Clearly \( V_i \cap V_j = \emptyset \) for \( i \neq j \), and \( \bigcup_{i \geq 1} V_i = \Omega \) so that \( \{ V_i \}_{i \geq 1} \) is a tessellation of \( \Omega \). We refer to \( \{ V_i \}_{i \geq 1} \) as the Voronoi tessellation (VT) of \( \Omega \) [39] associated with the point set \( \{ x_i \}_{i=1}^n \). A point \( x_i \) is called a generator; a subdomain \( V_i \subset \Omega \) is referred to as the Voronoi region (or Voronoi diagram) corresponding to the generator \( x_i \). The generality considered here, in comparison with [13, 16], is that we allow the case of unbounded or infinite domains with possibly infinite number of generators (and thus Voronoi cells).

Given a density function \( \rho(x) \geq 0 \) defined on \( \Omega \), for any bounded \( V_i \subset \Omega \), the standard mass center (or centroid) \( x_i^* \in \Omega \) of \( V_i \) is given by

\[
x_i^* = \frac{\int_{V_i} x \rho(x) \, dx}{\int_{V_i} \rho(x) \, dx}.
\]

For any bounded region \( V \subset \Omega \), the mass center or centroid of \( V \) can be equivalently defined by,

\[
x^* = \arg\min_{y \in V} \{ \int_V \rho(x) |y - x|^2 \, dx \}.
\]

This allows various extensions which will be convenient to use here.

The usual definition states that a CVT is a special type of a Voronoït tessellation such that \( x_i = x_i^* \), where \( i = 1, \ldots, N \) for some fixed number of generators \( N > 0 \). We want to extend this definition to the case of infinitely many generators, which requires a minor modification:

**Definition 1.** Given the domain \( \Omega \), a Voronoït tessellation \( \{ (x_i, V_i) \}_{i \geq 1} \) of \( \Omega \) is called a centroidal Voronoït tessellation (CVT) if and only if all the Voronoït cells are bounded and the points \( \{ x_i \}_{i \geq 1} \) which serve as the generators of the associated Voronoït regions \( \{ V_i \}_{i \geq 1} \) are also the centroids of those regions, i.e., if and only if \( x_i = x_i^* \) for \( i \geq 1 \).

Similarly as in [13, 14, 16], we may define the corresponding dual triangulation as the centroidal Voronoït Delaunay triangulation (CVDT) of the convex hull of the generators. Note that when \( \Omega \) is bounded and the number of generators is finite, the above definition is the same as the traditional one given first in [13].

A generic Voronoït tessellation does not satisfy the CVT property in general; see Figure 1 for an illustration. On the other hand, given a density \( \rho \) and a number of
generators \( n \), the CVT of a bounded domain always exists though it may not be unique.

As a simple example of CVTs for unbounded domain, we can consider the uniform density and a uniform Cartesian rectangular mesh, together with the centers of all mesh cells, which forms a CVT in all of \( \mathbb{R}^2 \). This in fact is a special case of the PCVTs which we define below.

2.2. PCVTs in \( \mathbb{R}^d \). To consider PCVTs in the whole space \( \Omega = \mathbb{R}^d \), let us first restrict our attention to periodic density functions.

Given a set of \( d \) linearly independent vectors \( \{ \mathbf{a}_i \}_{i=1}^d \) in \( \mathbb{R}^d \), we define \( U \), the corresponding unit cell, as

\[
U = \{ \mathbf{x} \in \mathbb{R}^d \mid \mathbf{x} = \sum_{i=1}^d x_i \mathbf{a}_i, \quad 0 \leq x_i < 1 \}.
\]

For convenience of notation, we define \( \mathbf{A} = [\mathbf{a}_1, \mathbf{a}_2, ..., \mathbf{a}_d] \).

The set \( \{ \mathbf{a}_i \}_{i=1}^d \) is named the spanning vectors (or basis vectors). A particularly simple but illustrative example that will be considered in our numerical simulations is the unit square in \( \mathbb{R}^2 \) spanned by two orthogonal unit vectors along the axes.

Given a set (or domain) \( V \subset \mathbb{R}^d \), and integer valued vector \( \mathbf{k} = (k_i)_{i=1}^d \in \mathbb{Z}^d \), we use \( V + \mathbf{A} \mathbf{k} \) to denote its translation with respect to \( U \), that is,

\[
V + \mathbf{A} \mathbf{k} = \{ \mathbf{x} \in \mathbb{R}^d \mid \mathbf{x} = \mathbf{y} + \mathbf{A} \mathbf{k} = \mathbf{y} + \sum_{i=1}^d k_i \mathbf{a}_i, \quad \forall \mathbf{y} \in V \}.
\]

A point set \( \{ \mathbf{x}_i \}_{i \geq 1} \) is said to be translationally invariant with respect to \( \{ \mathbf{a}_i \} \) if \( \{ \mathbf{x}_i \}_{i \geq 1} + \mathbf{A} \mathbf{k} = \{ \mathbf{x}_i \}_{i \geq 1} \) for any \( \mathbf{k} \in \mathbb{Z}^d \).

**Definition 2.** Given a unit cell \( U \) in \( \Omega = \mathbb{R}^d \) with the spanning vectors \( \{ \mathbf{a}_i \}_{i=1}^d \), the set \( \{ (\mathbf{x}_i, V_i) \}_{i \geq 1} \) consisting generating points and a Voronoi tessellation of \( U \) is called a periodic centroidal Voronoi tessellation (PCVT), with respect to \( U \), if and only if \( \{ \mathbf{x}_i \}_{i \geq 1} \) is translational invariant with respect to \( \{ \mathbf{a}_i \} \) and \( U \), and all the Voronoi cells are bounded and the points \( \{ \mathbf{x}_i \}_{i \geq 1} \) which serve as the generators of the associated Voronoi regions \( \{ V_i \}_{i \geq 1} \) are also the centroids of those regions, i.e., \( \mathbf{x}_i = \mathbf{x}_i^* \) for \( i \geq 1 \).
In this work, we are only interested in the case when the set of generating points \( \{x_i\}_{i \geq 1} \) has a finite number of points \( \{y_i\}_{i=1}^n \) within the unit cell \( U \), and we use \( n \) to represent the cardinality of such a generating set in \( U \). The points \( \{y_i\}_{i=1}^n \) are called generating points in the unit cell. As an easy consequence we have

\[
\{x_i\}_{i \geq 1} = \bigcup_{k \in \mathbb{Z}^d} (\{y_i\}_{i=1}^n + Ak),
\]

that is, the set of infinitely many generators in the whole space is given by the periodic translations of those generating points in the unit cell. Moreover, without loss of generality, let \( \{V_i\}_{i=1}^n \) be the Voronoi cells associated with \( \{y_i\}_{i=1}^n \) and let

\[
U_i = U \bigcap (\bigcup_{k \in \mathbb{Z}^d} V_i + Ak),
\]

we see that \( \{U_i\}_{i=1}^n \) form a tessellation of the unit cell \( U \) and we may view them as the periodic Voronoi regions with respect to the unit cell \( U \). For an illustration of the difference between the conventional Voronoi regions and the periodic Voronoi regions considered here for the same pair of generators in the unit square, we refer to Figure 2, where the shaded regions are associated with the first generator while the non-shaded ones with the second.

![Figure 2. A standard Voronoi tessellation (left) of the unit square and a periodic Voronoi tessellation (right) of the unit square (as the unit cell) corresponding to the same pair of generators.](image)

Finally, for any two points \( x, y \in U \), let us define their \( U \)-distance, with respect to the unit cell as:

\[
||x - y||_U = \min\{|||x - y - Ak||\}, \ \forall k \in \mathbb{Z}^d\},
\]

which measures the true distance with respect to the periodicity.

We are now ready to discuss various properties of PCVTs, some of which relate PCVTs to conventional CVTs while there are other properties distinguish PCVTs from CVTs.

2.3. Properties of PCVT. CVTs enjoy many nice features as shown in [13]. One may anticipate that many similar features can be shown for PCVTs as well. For instance, one of the nice features that helps making CVTs popular is the optimization property associated with CVTs which forms a basis for their various extensions and applications. For the PCVTs, we need to use suitable modifications to explore similar properties.

We first recall the clustering energy in the conventional sense. Given any set of points \( \overline{X} = \{\overline{x}_i\}_{i=1}^n \) in a bounded \( \Omega \) and any tessellation \( \overline{V} = \{\overline{V}_i\}_{i=1}^n \) of \( \Omega \), define
a CVT clustering energy by

\begin{equation}
K(\bar{X}, \bar{V}) = \sum_{i=1}^{n} \int_{\tilde{V}_i} \rho(x) ||x - \bar{x}_i||^2 \, dx.
\end{equation}

It can be shown that \(K\) is minimized only if \(\{ (\bar{x}_i, \tilde{V}_i) \}_{i=1}^{n} \) forms a CVT of \(\Omega\). We remark that if \(\{ (\bar{x}_i, \tilde{V}_i) \}_{i=1}^{n} \) forms a CVT it does not necessarily minimize \(K\); e.g., this set may correspond to a saddle point, as shown in [13]. The energy functional \(K\) is often naturally associated with quantities such as quantization error, variance and cost in many applications.

To consider a similar energy for the PCVTs (or more generally, CVTs with infinitely many generators) the above form of \(K\) would need to be modified. The reason for this is the fact that if infinitely many cells are allowed to contribute to the summation, a very restrictive condition on the density function would be needed in general to assure the convergence of the infinite series. Clearly, for PCVTs, it is more natural to consider the contributions to the energy of only those Voronoi regions that are associated with generators in the unit cell. In other words, for \(\bar{Y} = \{ \bar{y}_i \}_{i=1}^{n}\) and a tessellation \(\bar{V} = \{ \tilde{V}_i \}_{i=1}^{n}\) of the unit cell \(U\) we can define

\begin{equation}
K_p(\bar{Y}, \bar{V}) = \sum_{i=1}^{n} \int_{\tilde{V}_i} \rho(x) ||x - \bar{y}_i||_U^2 \, dx.
\end{equation}

Then, it is straightforward to see that

**Proposition 1.** For a given positive integer \(n\) and a given unit cell \(U\), let \(\rho\) be periodic with respect to \(U\). Then the critical points of the PCVT energy \(K_p\) correspond to PCVTs.

While in principle the PCVTs have been defined slightly differently from the conventional CVTs, even on the same unit cell, there are still close connections between the two that one may explore. For instance, some PCVTs, when restricted to the unit cell, may happen to correspond to conventional CVTs of the same domain.

**Proposition 2.** Given a periodic density function \(\rho\) defined with respect to a unit cell \(U\), let \(\{ x_i \}_{i \geq 1} \) be the generators of a PCVT that are obtained by a periodic translation of \(\{ y_i \}_{i=1}^{n}\) located in the interior of \(U\). If \(U\) consists of exactly a union of the corresponding Voronoi regions associated with \(\{ y_i \}_{i=1}^{n}\), then it follows that these regions form a CVT of \(U\) in the conventional sense.

On the other hand, from the CVTs defined in conventional sense, we may also construct PCVTs on larger domains. As illustration in the 2-dimensional space, let \(D = diag(-1, 1)\) denote a 2 \(\times\) 2 diagonal matrix. Below we present a proposition which is easy to prove.

**Proposition 3.** Consider a density function \(\rho\) defined on \(U = [-1, 1]^2\), and let \(\{ x_i \}_{i=1}^{n}\) be the generators of a CVT on \(U\) with respect to \(\rho\) that satisfy, in addition, the following two conditions:

i) all of them belong to the interior of \(U\),

ii) the set \(\{ x_i \}\) is invariant under the mirror reflections in both \(x\) and \(y\) directions, i.e., \(\{ Dx_i \}_{i=1}^{n} = \{ -Dx_i \}_{i=1}^{n} = \{ x_i \}_{i=1}^{n}\).
Then \( \{x_i\}_{i=1}^n \) also represent the generators of a PCVT for the density which is a periodic extension of \( \rho \) with respect to \( U \) being the unit cell.

We note that the main argument for verifying the above proposition is to check the elementary geometric fact that under the symmetry properties, the conventional Euclidean distances of the points on the boundary of \( U \) to the generators are at the same time the \( U \)-distance defined earlier. This in turn implies that the Voronoi regions for each of the generators in the conventional sense are automatically the periodic Voronoi regions. Since the centroidal property remains the same, we obtain a complete equivalence between the CVT and PCVT in this case. For the constant density, some trivial examples of CVTs which are also PCVTs are given by Voronoi regions formed by uniform square lattices along with the cell centers as generators. A few less trivial examples of equivalent CVTs and PCVTs with respect to a two dimensional unit square and for a constant density are given in Figure 3.

**Figure 3.** Some examples of CVTs with 9, 17 and 19 generators which are also PCVTs with respect to the unit square and a constant density.

Generally speaking, CVTs may not have the necessary mirror reflection symmetry assumed in the above proposition. Nevertheless, we can utilize geometric transformations to achieve such symmetry as demonstrated next.

**Proposition 4.** Given a density function \( \rho \) defined on \( U = [0, 1)^2 \) and a 2 \( \times \) 2 diagonal matrix \( D = \text{diag}(-1, 1) \), consider first an extension of \( \rho \) as an even function in both \( x \) and \( y \) directions to \( U_1 = [-1, 1]^2 \), then extend it periodically with \( U_1 \) as the unit cell. Take \( \{x_i\}_{i=1}^n \) to be the generators of a CVT in \( U \) with respect to the resulting density \( \rho \) that are located in the interior of \( U \). Then the set \( \{x_i, Dx_i, -Dx_i, -x_i\}_{i=1}^n \) forms a set of PCVT generating points in the unit cell \( U_1 \). Moreover, the periodic Voronoi regions of \( \{x_i\}_{i=1}^n \) are the same as the conventional Voronoi regions.

Examples of PCVTs formed via the above transformations of CVTs can be found in Figure 4. Again, a constant density is used.

PCVTs with respect to a given unit cell and spanning vectors may also inherit periodicity with respect to a different unit set and modified spanning vectors. It is partially for this reason that we have not required the use of a minimum unit set or an irreducible set of spanning vectors. For instance, PCVTs constructed on a unit cell given by a unit square may exhibit symmetry with respect to half of the square, see examples of such PCVTs in Figure 5.

3. Algorithms for Computing CVTs and PCVTs

Through the research in the past decade, there has been much progress in the development of efficient and robust algorithms for computing CVTs [10, 11, 32, 34, 41]
3.1. Non-smoothness of the energy at degenerate points. From the point of view of algorithmic development, especially for the validity of Newton-like methods, it is important to know whether the objective function is smooth. In the context of regular CVTs, this question was addressed in several recent studies. While it is not hard to show that the energy is locally $C^2$ near the critical points [13], its $C^2$ smoothness away from the critical points was only recently established in [34] through a detailed analysis. It was conjectured therein that the energy is globally $C^2$ everywhere in the computational domain. Here we provide a counterexample showing that the energy $E(x) = K_p(x, V(x))$ fails to be smooth at the points where two generators collapse (degenerate points). Let us take the example with $n = 2$ and a constant density $\rho \equiv 1$ defined on $U = [0,1]^2$. By translation invariance, without any loss of generality, we may fix the first generator at $x_1 = (0,0)$. Now, consider the case where the second generator is at $x_2 = (s,0)$ with $s \in [0,1]$, then
the energy \( f(s) = \mathcal{E}((0,0),(s,0)) \) is given as follows:

\[
\begin{align*}
   f(s) &= \int_{-\frac{1}{2}}^{\frac{1}{2}} \left\{ \int_{-\frac{1}{2}}^{\frac{1}{2}} (z_1^2 + z_2^2)dz_1 + \int_{-\frac{1}{2}}^{\frac{1}{2}} (z_1 - s)^2 + z_2^2)dz_1 \right\} dz_2 \\
   &= \int_{-\frac{1}{2}}^{\frac{1}{2}} \left\{ \int_{-\frac{1}{2}}^{\frac{1}{2}} (z_1 + \frac{s}{2})^2 + z_2^2)dz_1 + \int_{0}^{\frac{1}{2}} ((z_1 - \frac{s}{2})^2 + z_2^2)dz_1 \right\} dz_2.
\end{align*}
\]

Further simplification shows that

\[
   f(s) = \int_{-\frac{1}{2}}^{\frac{1}{2}} \int_{-\frac{1}{2}}^{\frac{1}{2}} (z_1^2 + z_2^2)dz_1dz_2 - \frac{s(1-s)}{4} = 2 - 3s + 3s^2.
\]

Thus, we see that there could be three possible candidates for the critical points of the energy \( \mathcal{E}((0,0),x_1) \): \( s = 1/2 \) which actually corresponds to a saddle point with

\[
   \frac{\partial}{\partial s} \mathcal{E}((0,0),(s,0)) \big|_{s=\frac{1}{2}} = 0,
\]

and the choice of \( s = 0 \) or \( s = 1 \) which corresponds to a local maxima where the two generators coincide to a single generator and satisfies

\[
   \lim_{s \to 0^+} \frac{\partial}{\partial s} \mathcal{E}((0,0),(s,0)) = -\lim_{s \to 1^-} \frac{\partial}{\partial s} \mathcal{E}((0,0),(s,0)) = -\frac{1}{4} \neq 0.
\]

Indeed, it is straightforward to see that for any \( x_2 \) in \( U \), we have

\[
   \mathcal{E}((0,0),x_2) \leq \lim_{x_2 \to (0,0)} \mathcal{E}((0,0),x_2) = \int_{-\frac{1}{2}}^{\frac{1}{2}} \int_{-\frac{1}{2}}^{\frac{1}{2}} (z_1^2 + z_2^2)dz_1dz_2 = \frac{1}{6}.
\]

because of the inequality that, for any \( y \in U \),

\[
   \min\{\|y\|_U,\|y-x_2\|_U\} \leq \|y\|_U.
\]

Thus, the clustering energy with two generators has a local maximum where the two points collapse onto a single point, as demonstrated also by the plot in the Figure 6 of the numerically computed energy \( \mathcal{E}((0,0),x_2) \) with respect to the two coordinates of \( x_2 \).

---

**Figure 6.** Plot of the PCVT energy with respect to the two coordinates of the second generator, showing a local maximum at \( d = 0 \) for the case of \( \rho = 1, n = 2 \).
However, the spatial gradients there do not vanish as computed in the above. Hence, we see that in the above example, the energy $E$ fails to be smooth at the degenerate points where $x_1 = x_2$, i.e.,

**Proposition 5.** Let $\rho = 1$, $U = [0,1)^2$ and $n = 2$. The PCVT clustering energy $\mathcal{E}(x) = K_p(x, V(x))$ is not a $C^1$ function of the variable $x = (x_1, x_2) \in U^2$ at the degenerate points $x = (x_1, x_1)$ where two generators coincide.

The calculation presented here is valid for both the original CVT and the PCVT given in the definitions 1 and 2 respectively. While the above proposition is provided for the simplest possible case of degeneracy, it serves as an illustration of a more fundamental phenomenon. The fact that the $C^1$ assumption fails even in such a trivial case implies that the PCVT (and CVT) energy cannot be expected to be smooth at degenerate locations in general, especially in more complicated situations where the density is not constant and the dimension and/or number of generators is increased.

### 3.2. Shrinking dimer dynamics (SDD) algorithm.

As motivated above, we are interested in a comprehensive study of the energy landscape of the clustering energy. While the Newton-like iterations should work for the computation of a CVT or PCVT corresponding to any critical point, they are generally convergent only locally and with relatively small convergence balls for the initial guess. For more reliable and efficient computation of saddle points, especially those index-1 saddle points that often play a dominant role as transition states between local energy equilibria, there are other more sophisticated algorithms available. For example, the dimer method [30] was developed more than a decade ago to locate transition states of the given energy without the calculation of its Hessian. The dimer algorithm starts each iteration by a rotation step followed by a translation step through a careful combination of moves along both descending and ascending directions. The movement is reminiscent to the gentlest ascent method given in [8] and the continuous version of the latter studied in [24].

Recently, motivated by these earlier works, we developed a dynamical system for a shrinking dimer in [22] which provides a number of effective approaches to find index-1 saddle point of a given energy functional $\mathcal{E}$, which for the PCVT computation is taken to be $\mathcal{E}(x) = K_p(x, V(x))$, where $x$ represents all generators in the unit cell $U$ and $V(x)$ is the associated Voronoi tessellation with respect to the $U$-distance.

Given an energy functional $\mathcal{E}$, and two feasible physical states represented by $x_1$ and $x_2$ with distance $l$, that is a so-called dimer with length $l$ [30], let the negative gradient vector $-\nabla \mathcal{E}$ at those two points be denoted by $F_1$ and $F_2$ respectively, and let $x = (x_1 + x_2)/2$ be the mid-point of $x_1$ and $x_2$ and $v$ be the unit vector $v = (x_1 - x_2)/|x_1 - x_2|$. A particular form of the shrinking dimer dynamics (SDD) is given by the following system of ODEs [22]:

$$
\begin{align*}
\mu_1 \dot{x} &= (I - 2vv^T)(F_1 + F_2)/2, \\
\mu_2 \dot{v} &= (I - vv^T)(F_1 - F_2)/l, \\
\mu_3 \dot{l} &= -\gamma(l),
\end{align*}
$$

(7)

where $\dot{x}$, $\dot{v}$ and $\dot{l}$ denote time derivatives and $\{\mu_i\}_{i=1}^3$ are three non-negative time relaxation constants. In (7), the last equation for $\dot{l}$ controls the dimer length dynamically so that as time goes to infinity, the dimer length would approach zero, hence
the name shrinking dimer dynamics. A sufficient condition is to take $\gamma = \gamma(l)$ as the derivative of a smooth non-negative convex function $\Gamma = \Gamma(l)$ with $l = 0$ being the unique minimum. Here, we restrict attention to the special form of $\Gamma(l) = l^2/2$ associated with $\gamma(l) = l$, which corresponds to an exponential reduction of the dimer length in time.

For the clustering energy, the gradient vector $\mathbf{F}$ can be conveniently computed based on the Lloyd map $\mathbf{L} = (L_1, \ldots, L_n)^T$, which denotes the map between generators and the centroids of the associated Voronoi regions and is given by

$$L_i(\mathbf{X}) = \frac{\int_{V_i(\mathbf{X})} x \rho(x) \, dx}{M_i}$$

where

$$M_i = \int_{V_i(\mathbf{X})} \rho(x) \, dx,$$

and $V_i(\mathbf{X})$ denote the Voronoi regions corresponding to the generators $\mathbf{x}_i$. For the case of PCVTs, we may simply use the periodic Voronoi regions $\{\tilde{V}_i\}$ as specified by (4) for each of the generators inside the unit cell $U$. The gradient operator of $\mathcal{E}$ in component-wise form is then given by $2M_i(x_i - L_i(\mathbf{X}))$ (see [13] for some relevant discussion regarding standard CVTs, which remains valid when the periodic Voronoi tessellations are used). A detailed algorithmic analysis of the convergence and various implementation issues of the shrinking dimer dynamics and its time discretizations can be found in [22].

### 3.3. SDD method for PCVT

It turns out that a modification of the shrinking dimer dynamics may be better suited for the PCVT computation. This is due to the translational invariance of the PCVTs, together with the generators/centroids and the associated Voronoi regions. To eliminate such extra degrees of freedom, a constraint can be introduced. For instance, we may require that for the set of generators $\{y_i\}_{i=1}^n$ in the unit cell,

$$G(y) = \sum_{i=1}^{n} (y_i - 0.5a_i) = 0.\tag{9}$$

To deal with the possible complications due to constraints in the study of complex energy landscape, a constrained shrinking dimer dynamics (CSDD) was also developed in [23] by utilizing a Lagrange multiplier formulation. This turned out to work well for the PCVT computation subject to the constraint (9).

For the particular constraint $G$ given by (9), we have

$$\nabla G = \begin{pmatrix} I_d & I_d & \ldots & I_d \end{pmatrix}$$

which is a constant matrix of size $d \times nd$, consisting of $n$ blocks of $d \times d$ identity matrices.

A special version of the CSDD associated with the linear constraint (9) is then given as follows:

$$\begin{cases} 
\mu_1 \dot{x} = (I - 2vv^T)(PF_1 + PF_2)/2, \\
\mu_2 \dot{v} = (I - vv^T)(PF_1 - PF_2)/l, \\
\mu_3 \dot{l} = -l.
\end{cases}$$

Here, the projection operator $P$ is given by

$$P = I_{nd} - \nabla G^T (\nabla G \nabla G^T)^{-1} \nabla G = I_{nd} - I_d \otimes uu^T.$$
with \( u = (1, 1, \ldots, 1)^T / \sqrt{n} \in \mathbb{R}^n \) being a unit vector. The initial conditions are required to satisfy (9) for the positions of generators in the unit cell which make up \( x_0 \) and \( P v_0 = v_0 \). The implementation of the CSDD is particularly straightforward in this case as the only complication arises from the evaluation of the projective force \( \{ P F_i \}^{2}_{i=1} \). From the form of the operator \( P \) given in (10), the latter can be done by simply removing the force averaged over all generator positions from the force corresponding to each of the generators.

4. Examples and Discussions

We now present more examples showing the local equilibria and saddle points of the CVT clustering energy given by PCVTs. We limit our attention to the case of a two dimensional unit square \([0, 1)^2 \subset \mathbb{R}^2\) being the unit cell and for simplicity, we also consider only the constant density. For better visualization, all plots of PCVTs in this section are drawn in \([0, 2)^2\) which covers a larger domain consisting of 4 unit cells. By using a combination of Lloyd’s algorithm and the shrinking dimer dynamics, we are able to obtain an extensive catalog of PCVTs. We only present a selected list of examples while a more complete analysis of the numerical findings will be presented elsewhere.

4.1. Trivial examples. It is easy to see that for any integer \( n \) of the form \( n = pq \) with positive integers \( p \) and \( q \), we may generate a uniform partition of the unit square into \( pq \) smaller but equal rectangles, with the centers of all the rectangles being the generators, see examples of such PCVTs in Figure 7.

![Figure 7. Examples of trivial PCVTs (with 12 generators in the unit cell) consisting of identical rectangular Voronoi regions.](image)

4.2. PCVTs with a few generators in the unit cell. In Figure 8, PCVTs with three generators in the unit cell are given while in Figure 9, PCVTs with four generators in the unit cell are given. Trivial examples with the same number of generators are neglected. Configurations that can be obtained from the figures shown through a global rigid body motion in \( \mathbb{R}^2 \), including translation, reflection and rotation, are also neglected. Similarly, in Figure 10, PCVTs with seven generators in the unit cell are given. One can see there are considerably more PCVT configurations with \( n = 7 \) in comparison with \( n = 3 \) or \( n = 4 \).

Note that the first plot given in either Figure 8, Figure 9 or Figure 10 corresponds to that with the lowest PCVT clustering energy. Moreover, for a given \( n \), all of these plots are arranged in the order of increasing PCVT clustering energy.

Given the symmetry of the unit cell, it is not surprising to see many examples of PCVTs shown earlier exhibit a four-fold or other types of symmetries with respect to the spanning vectors. The latter, however, is not always the case as seen from some of the examples associated with \( n = 7 \). In Figure 11, additional PCVTs with 3, 4 and 6 generators in the unit cell are given for which the symmetry axes are again not directly aligned with the axis directions.
4.3. PCVTs: comparison of energy. We now present some PCVT configurations that correspond to the minima of the PCVT energy. These configurations differ from each other. For several values of $n$ (the number of generator in the unit cell), they show lattice-like structures as shown in Figure 12. For a few values of $n$ (such as $n = 13, 14, 18$), there are no obvious simple lattice structure beyond that determined by the periodicity with respect to the unit square, see Figure 13. Note that the cases of $n = 2, 3, 4$ have been shown in earlier Figures.

We now compare how the energy of the different PCVT configurations varies. In Figure 14 we plot the energy values of a number of PCVTs with the number of generators in the unit cell ranging from $n = 1$ to $n = 10$. For each $n$, the plotted data points are spread around an interval near the value of $n$ to allow better visualization. One may observe that, as $n$ gets larger, the gaps between the energy levels associated with different PCVTs for the same given $n$ become smaller near the lowest energy level. Moreover, there is also an increasing number of critical points sharing energy values very close to the lowest energy level associated with the global minimum PCVT configuration for each $n$. All of these factors contribute to the complex nature of the CVT energy landscape.

It can be rigorously shown that the minimum PCVT energy for a given number of generators in the unit cell, $n$, decreases monotonically to 0 as $n$ increases to infinity. For the two dimensional case under consideration, the minimum energy is at least inversely proportional to $n$. Thus, in order to better assess the energy contribution when $n$ is changing, a more suitable quantity is the minimum of the rescaled average PCVT energy per generator per unit area. Such rescaling, based on a simple dimensional analysis, can be easily done by multiplying $K_p$ by a factor of $n$. The values of rescaled average PCVT energy per generator per unit area are then shown in figure 15 for the minimum PCVT configurations with $n$ ranging from 1 to 20.

One may further observe that the case $n = 15$ corresponds to a smaller rescaled energy. This is not surprising as we can see from Figure 12 that the corresponding PCVT resembles that associated to a regular hexagon lattice. The rescaled energy per unit area per generator for the minimum configuration with $n = 15$ is about
Figure 10. Examples of PCVTs with 7 generators in the unit cell.

Figure 11. Examples of PCVTs with 3, 4 and 6 generators which are not symmetric with respect to the two axis directions.

0.160444 while the one for the perfect regular hexagon lattice is close to 0.160375. The latter configuration, according to the two dimensional version of the Gersho’s conjecture [26] is the asymptotic limit of the optimal CVT configuration, a fact that has been verified in [38].
4.4. Implications of the complex energy landscape. In Figure 16, a few sample PCVTs with 15 generators in the unit cell are given. These plots are arranged in the order of increasing CVT clustering energy. Though we have seen that the minimum configuration closely resembles hexagonal lattice, our computation reveals the existence of a number of other critical points of the energy. The latter contributes to the complex nature of the energy landscape and makes the search of optimal design computationally challenging. We now illustrate its implications with two examples.

As the first example, we recall that in [43], configurations with low energy values were used in the design of optimal photonic crystals. For the square unit cell, an added consideration allowed to focus only on those designs exhibiting the four fold symmetry and computational results were presented for optimal shapes (PCVTs) with the number of generators ranging from $n = 1$ to $n = 15$. While most of the results in [43] match the calculations reported here, we note a particular exception: the shape on the right of the bottom row of Figure 16 was taken as the optimal
Figure 14. Energy values associated with various configurations with the number of generators $n$ between 1 and 10.

Figure 15. Rescaled energy values per generator per unit area for minimum PCVT configurations with $n$ between 1 and 20. Two extra data points were added for two particular configurations with $n = 15$.

shape in [43] which corresponds to a rescaled energy value 0.173358. However, there is another design, given by the shape in the center of the middle row, which has an indubitably lower rescaled energy value 0.167097. To visualize the energy difference, in Figure 15, we also plot the rescaled energy values associated with these two configurations. This finding highlights the importance of more careful exploration of the energy landscape which might be universal in many optimal design problems [44].

As another example, we see in the Figure 13 that there are minimum energy PCVT configurations not displaying simple lattice structures even though the PCVT with the lowest energy per generator per unit area leads to the perfect hexagonal lattice. In fact, careful observations can easily reveal that in the PCVTs given in Figure 13, there are polygonal Voronoi cells having five and seven edges. This leads to the so called topological defects or scars, in contrast to hexagon cells having exactly six edges. Such a situation has been observed in many other contexts where the complex energy landscape has played a significant role [2]. Though most attention in the literature has been focused on the local minimum energy configurations, the study of saddle points may help provide a better understanding of the
Figure 16. Examples of PCVTs with 15 generators in the unit cell. The configuration on the left of top row has the lowest energy while the configuration in the center of the middle row has the lowest energy among those exhibiting the four-fold symmetry.

overall energy landscape and the so-called geometrical and topological frustration exhibited in the related physical processes.

5. Conclusion

In this work, we introduced the notion of the periodic centroidal Voronoi tessellations (PCVTs) which are CVTs that exhibit certain periodicity in the Euclidean space. We also explored the relation of PCVTs with critical points of the associated CVT clustering energy. By adapting traditional algorithms for the computation of CVTs and utilizing a recently developed saddle point search algorithm based on the shrinking dimer dynamics, we developed a number of strategies for computing PCVTs. As a demonstration, we presented a number of numerically computed PCVTs associated with a constant density and a two dimensional square unit cell. Experiments with other density functions and other types of unit cells can also be carried out in a similar fashion.

Our results and discussions of PCVTs serve several objectives. First, they illustrate the complex landscape associated with the clustering energy and hence improve our understanding of the various physical or other natural processes that may be closely monitored through the clustering CVT energy. The interplay between local symmetry and global optimality associated with an energy landscape has been a fascinating topic in a number of fields (see for instance [2]), yet most of the focus in the literature has been limited to the examination of energy minimizers. The shallowness of valleys between local minimizers as identified by energy barriers at saddle points is likely to play a significant role in both numerical optimization and natural physical phenomenon.
Moreover, given the close connections between CVTs and PCVTs and in accordance with the Gersho’s conjecture [19, 26] alluded to earlier in the paper, one may expect that, as the number of CVT generators grows, some PCVT-like local patterns may emerge in patches away from the boundary. Such a phenomenon could be not only of intellectual interest but also of much practical value. For instance, the dual Delaunay triangulations associated with PCVTs or large patches of PCVTs likely possess similar periodic structures so that one may end up with meshes that are unstructured globally but, to a very large extent, may enjoy some high degree of regularity locally. This would certainly be a great advantage for the CVT-based unstructured grid generation and optimization [14, 18, 20, 21]. These issues need to be investigated further, and the work presented here provides the foundation for more general studies (e.g. in higher dimensions) and perhaps for other generalized notions of CVTs that have been discussed in the literature [16].
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