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Abstract

We consider a class of heterogeneous agent models in which the investment decisions of agents are triggered by price thresholds. Briefly, the current ‘strategy’ of each agent is defined by a pair of dynamic thresholds straddling the current price. When the price crosses either of the thresholds for a particular agent, that agent switches investment position and a new pair of thresholds is generated. Such models are capable of robustly reproducing the most important stylized facts of financial markets. Furthermore, the assumed behaviour of thresholds can mimic different sources of investor motivation, running the gamut from purely rational information-processing and inductive learning, through rational (but often undesirable) behaviour induced by perverse incentives and moral hazards, to purely psychological effects.

In this paper we compare our modelling assumptions to those of other models that have been proposed. In particular we show that the use of thresholds naturally overcomes some of the problems associated with purely probabilistic switching. We then show that the model can be reformulated as a system of particles moving on a two-dimensional domain that switch state and are reinjected whenever a boundary is crossed. This abstraction helps clarify the question of which phenomena, when introduced into an otherwise perfect market, cause significant asset mispricings. Finally we demonstrate a connection between such threshold models and the Olami-Feder-Christensen description of earthquakes.
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1 Introduction

Economists and physicists have uncovered seemingly universal statistical properties of real markets, many of which deviate from those predicted by efficient market assumptions. These are often referred to as the ‘stylized facts’ [6, 17] and there now exist many different heterogeneous agent models (HAMs) that can replicate the most important ones: the lack of correlations in the price-returns at all but the shortest timescales; apparent power-law decays for the frequency of large magnitude price changes; and volatility clustering.

It is not our intention to review the vast HAM literature here (a valuable overview can be found in [20]). However, many of the models suffer from one or more of the following (overlapping) problems. Firstly, they tend to be constructed without due regard to the actual process by which the agents arrive at their chosen course of action. This has important consequences. It ignores many of the recent findings of behavioural economics [13, 11, 12, 3] and also makes it difficult to argue why one model should be preferred over another. This in turn makes it harder to convince mainstream economists, say, to take the models seriously.

A second common problem is that agents are treated as being Markovian in the sense that their recent past does not influence their future behaviour (this assumption is crucial to neoclassical economics but again contradicts both common sense and behavioural economics [7]). It is a problem inherent in those models that, for example, probabilistically switch agents between investment positions or trading strategies [2, 1].

Thirdly, many models are sensitive to changes in the size of the system and when the number of agents $M \to \infty$ the stylized facts can even disappear altogether. The most common cause of this problem is related to the Markovian modelling of the agents mentioned above — the Central Limit Theorem and The Law of Large Numbers remove any endogenous fluctuations in the continuum limit. We shall show that the use of threshold models bypasses these issues and allows for the modelling of real-market phenomena in a plausible and consistent manner. Furthermore, the standard neoclassical efficient market/rational expectations paradigm is a special case in our approach.
The paper is organized as follows. Section 2 describes the general framework for the threshold models and includes a discussion of how the assumptions inherent in the modelling process differ from those employed previously in HAMs. Section 3 contains numerical results for a particular model — the simplest one that displays both fat-tails and volatility clustering. In Section 4 we demonstrate that the agents can be regarded as signed, stochastically-forced, particles moving within a subset of $\mathbb{R}^2$. We also compare and contrast this physical system with the globally-coupled Olami-Feder-Christensen [19, 4] model of earthquakes.

2 The Threshold Framework

The system is incremented in timesteps of length $h$ and each of $M$ agents can be either long or short the asset over each time interval. The position of the $i^{th}$ agent over the $n^{th}$ time interval is represented by $s_i(n) = \pm 1$ (+1 long, −1 short). The price of the asset at the end of the $n^{th}$ time interval is $p(n)$ and for simplicity the system is drift-free so that $p(n)$ corresponds to the return relative to the risk-free interest rate plus equity-risk premium or the expected rate of return. A key variable is the sentiment defined as the average of the states of all of the $M$ investors

$$\sigma(n) = \frac{1}{M} \sum_{i=1}^{M} s_i(n).$$

(1)

and we set $\Delta \sigma(n) = \sigma(n) - \sigma(n-1)$.

The pricing formula is given by

$$p(n+1) = p(n) \exp \left( \sqrt{h} \eta(n) f(\sigma) - h/2 + \kappa \Delta \sigma(n) \right)$$

(2)

where $\kappa > 0$ and $\sqrt{h} \eta(n) \sim \mathcal{N}(0,h)$ represents the exogenous information stream. The function $f$ allows the effect of new information on the marketplace to vary with sentiment and is discussed further below. Note that when $\kappa = 0$ and $f \equiv 1$ the price follows a geometric Brownian motion (the term $-h/2$ is the drift correction required by Itô calculus).

Suppose that at time $n$ the $i^{th}$ investor has just switched and the current price is $P$. Then a pair of numbers $Z_L, Z_U > 0$ are generated by some rule and

---

$^3$Although we refer to the state $-1$ as ‘short’ it should be taken to mean that the agent owns none of the asset, rather than actually taking a short position.
the lower and upper thresholds for that agent are set to be $L_i(n) = P_i/(1 + Z_L)$ and $U_i(n) = P_i(1 + Z_U)$ respectively. The thresholds for each agent are allowed to change between switchings and correspond to that agent’s evolving strategy.

Let us now consider in more detail the assumptions underlying this approach and their relationship to those made in other HAMs. Firstly there is the question of the highly-simplified marketplace itself. The agents are all of equal size and can only be in one of two states. Such toy markets are often employed in HAMs and one can, at least partially, justify this by imagining that the larger agents are split into multiple, smaller, ones (since changes in their trading positions are likely to be incremental) and as far as any particular asset is concerned they are either buying or selling.

We now turn to the pricing formula (2). It is important to note that we are not attempting to directly simulate every agent active in the marketplace. In particular, agents that react on a timescale less than $h$ can only be considered indirectly (in the simulations we choose $h$ to correspond to one trading day). To this end we hypothesize the existence of two main classes of agent. There are ‘fast agents’ who are primarily motivated by information. These agents, typically fundamentalist investors and short-term speculators, cause the price to move based upon the information stream $\sqrt{\eta}(n)$ (they also act as a pool of liquidity so we may assume that all trades can be executed at the current price without explicitly matching buyers and sellers). When $f \equiv 1$ these market participants are correctly pricing changes due to new information. We posit, however, that this is not always the case and that during times of extreme sentiment $f(\sigma) > 1$, perhaps due to a surplus of speculators⁴ [5] or excessive attention being paid to noise in an environment where market conditions are perceived to be due for a correction of some kind. This mechanism is undoubtedly simplistic but nevertheless tying volatility to sentiment will result in realistic volatility clustering. And of course we are still assuming that the information stream

---

⁴Strictly speaking, such short-term speculators are reacting to fast price changes but these price changes are usually caused by exogeneous information and so we categorize them as being information-driven and model them via $f \neq 1$. There are also pure riskless-profit arbitrageurs who react to instantaneous mis-pricing, rather than the price changes themselves. We consider them to be part of the underlying market infrastructure and there is no need to model them in a single-asset model.
is Gaussian and uncorrelated with itself — weakening these highly unrealistic assumptions provides additional mechanisms for volatility clustering.

The second type of agent are the ‘slow agents’ who react to price changes over timescales larger than \( h \) and it is these \( M \) agents that we model directly. This brings us to the important issue of the thresholds themselves. If the agent is perfectly rational then the values \( L_i(n) \) and \( U_i(n) \) represent the cumulative effect of the \( i \)th agent’s rigorous market analysis and future expectations. Thus the price interval \([L_i(n), U_i(n)]\) defines that agent’s (conscious) trading strategy. In the case of a less-than-perfectly-rational agent the price interval still represents a de facto strategy, but one that the agent herself may not be fully aware of. The rules governing the dynamics of the threshold values may be as complicated as desired incorporating past performance, adaptive heuristics, inductive learning, tax issues, margin calls, perverse incentives, psychological effects, herding and all the key findings of behavioural economics. Our main working assumption therefore is that all such effects are cumulative and can be applied to a single pair of thresholds — some effects will move a particular threshold inwards towards the current price while others will move it outwards. In other words we are hypothesizing that an agent’s past experience, present state and future expectations can be condensed into two price values, one on either side of the current price. Information about the agents’ state, threshold values and threshold dynamics are carried over from one timestep to the next. By contrast, pure probabilistic-switching models only carry information about the state of the agent from one timestep to the next.

The classification of agents into two or more groups is an idea used in previous HAMs. For example the Lux-Marchesi model [16] introduced ‘fundamentalists’ and ‘chartists’ with agents able to switch between the two different classes. Periods of mispricing occurred whenever the proportion of chartists exceeded some critical value. However, here there is no moving between groups and only the cumulative effect of the fast traders is taken into account. The important parameter \( \kappa \geq 0 \) in (2) fixes the relative strength of fast/slow (or exogenous/endogenous, information/price) effects upon the asset price.

Thresholds very naturally mimic some important aspects of investor behaviour. By ensuring that they are reset away from the current price after
a switching, agents cannot switch arbitrarily often (which will be the case in the presence of non-negligible transaction costs). Also incorporated is the phenomenon known as ‘anchoring’ whereby the price at which the agent last traded influences the value they place upon the asset and influences the price at which they next trade. In the simulations that follow a third effect, the ‘herding tendency’, is also included. This is introduced in a very simple manner — agents in the minority position have their thresholds move inwards towards the current price thus making them more likely to switch and join the majority (unless the majority state changes first). Different agents have differing propensities that are reflected in the rate at which their thresholds move together.

More subtle kinds of investor motivation can also be replicated. For example, loss-aversion causes investors to hold onto a falling stock for too long, perhaps even all the way down to 0, because the act of selling and thus realizing the loss is too psychologically painful. To incorporate this effect, the rules governing the dynamics of the lower threshold would cause it to move downwards faster than the actual price (at least for a subset of the agents).

At this point it must be noted that herding is not always an irrational phenomenon. Indeed herding in the natural world is an effective survival strategy and the same is true in financial markets (as well as being a trading strategy in itself, often refereed to as momentum trading). Professional investors risk losing their jobs/bonuses/capital if they deviate too far from the mean in what turns out to be the wrong direction. Thus there is a strong rationale for playing safe and ‘following the average’. This naturally (and rationally from the point of view of the agents themselves) leads to herding. Similarly, any asymmetry\(^5\) in the marketplace that causes agents to prefer one of the states, say +1, over the other can also result in behaviour that is similar to herding.

---

\(^5\)For example the perverse incentives induced by inappropriate fee structures, or the moral hazard that occurs when the riskiness of a certain investment position is reduced, removed or transferred.
3 A Numerical Simulation

We now select parameters for the model to simulate daily price variations. We attempt to keep the model as simple as possible and so apart from including herding and a volatility function \( f(\sigma) = 1 + 2|\sigma| \) we assume that agents thresholds are chosen from random distributions, and are static when an agent is in the majority. More details for this and related models can be found in [9, 10, 8, 14, 15].

The time variable \( h \) is defined in terms of the variance of the external information stream. A daily variance in price returns of 0.6–0.7% implies that \( h \) of 0.00004 should correspond to approximately 1 trading day. The system dynamics are largely independent of the number of agents, for large enough \( M \), and \( M = 100 \) appears to be sufficient. The simulations are run with \( M = 1000 \) for 10000 timesteps which corresponds to approximately 40 years of trading.

The parameter \( \kappa \) defines the relative importance of external noise versus changes in internal supply/demand on the asset price. It is more difficult to estimate a priori than the other parameters, but \( \kappa = 0.2 \) generates price output that is correlated with, but noticeably distinct from, the efficient market price defined by \( \eta(n) \) alone.

The reset thresholds \( Z_{L}, Z_{U} \) are chosen from the uniform distribution on the interval \([0.1, 0.3]\), corresponding to price moves in the range 10 to 30%. Simulations have indicated that the models are robust to changes in the exact form of the distribution and so a simple one was chosen.

Now let us introduce herding by supposing that for agents in the minority position

\[
L_{i}(n + 1) = L_{i}(n) + C_{i}h|\sigma(n)|, \quad U_{i}(n + 1) = U_{i}(n) - C_{i}h|\sigma(n)|.
\]

The thresholds are fixed for agents in the majority position. Note that the change in the position of the thresholds is proportional to the length of the timestep and the magnitude of the sentiment. The constant of proportionality \( C_{i} \) is different, but fixed, for each agent and chosen from the uniform distribution on \([0, 100]\). This range of parameters corresponds to a herding tendency that operates over a timescale of several months or longer. The results of a simulation
are shown in Figure 1.

Figure 1: Results of a simulation over 10000 timesteps including herding.

The top left plot shows both the output price $p(n)$ (more volatile) and the ‘efficient’ pricing (less volatile) obtained from (2) by setting $\kappa = 0$ and $f(\sigma) \equiv 1$. As can be seen there are significant periods of price mismatching. The top right figure plots the sentiment against time. Periods of bullish and bearish sentiments lasting several years can be observed. The bottom left picture plots the number of days on which the absolute value of the relative price change exceeded a given percentage. It also shows clear evidence of a fat-tailed distribution in the price returns and this is also confirmed by measures of the excess kurtosis which range from approximately 10 to 30. Finally, the two curves in the bottom right figure are the autocorrelation decays for both the price returns and their absolute values (the volatility). There is no correlation observable in the price returns, even for lags of a single day, while the volatility autocorrelation decays slowly over several months — evidence of volatility clustering. Also, measurements of power-law exponents, similar to those carried out in [14], provided estimates close to those observed in analyses of price data from real markets for the tail of the price returns and the decay of the autocorrelation function, typically in the range $[2.8, 3.2]$. Interestingly, the power-law exponent in the output from
the market model is observed to have a slight dependence upon $\kappa$. This point is returned to in Section 4.

Finally we point out that in the absence of herding, i.e. when $C_i = 0 \ \forall i$, then, provided that the initial states $s_i(0)$ of the agents are sufficiently mixed, $\sigma(n) \approx 0 \ \forall n$ (even if $\kappa \neq 0$) and the price remains close to the fundamental price. Thus we have a situation that is both practically and philosophically close to the neoclassical notion of efficient markets — agents trade due to differing expectations but the averaging procedure inherent in the rational expectations assumption is valid and no mispricing occurs.

4 A Particle System with Reinjection and Switching

The threshold/switching framework described in Section 2 can be viewed as a system of interacting particles from a physical, as opposed to an economic, point of view. At time $n$, the $i^{th}$ agent can be represented by a signed particle at position $(X_i(n), Y_i(n)) \in \mathbb{R}^2$ where

$$X_i(n) := p(n) - \frac{U_i(n) + L_i(n)}{2} \geq 0 \quad \text{and} \quad Y_i(n) := \frac{U_i(n) - L_i(n)}{2} \geq 0.$$  

For the $i^{th}$ agent the $X$ coordinate is the distance of the current price $p(n)$ from the midpoint of their interval and the $Y$ coordinate is the semi-width of the interval. Thus the particles are confined to the triangular wedge region $D$ denoted in Figure 2, and whenever they cross the boundary they are reinjected into the interior with the sign changed (crossing the left boundary corresponds to the lower price threshold being violated and the right boundary corresponds to the upper threshold). The dynamics of the particles in the model with herding, simulated in Section 3, can now be described very simply. As the price changes each particle is moved by a distance $\Delta p$ parallel to the $X$-axis. For those particles in the minority, there is also a drift downwards making them more likely to hit the boundary either on that timestep or at a later one. Particles that hit the boundary are switched and reinjected. The particles do not interact directly with each other — an agent only affects the dynamics of the others
Figure 2: The triangular region containing the signed particles. In the simplest scenario, the particles do not interact with each, only with the boundary.

when it switches and thus affects the price via $\kappa \neq 0$. However, in the more sophisticated dynamics that describe more complicated strategies, agents may indeed influence each other if, for example, they are part of the same social network.

The above description is reminiscent of the Preisach model of magnetic hysteresis [18] where a continuum of elementary magnetic domains that can flip their orientations are also labelled by their lower and upper threshold values. The distribution of domains in the Preisach plane is described by a density function that is fixed and the interface between positively and negatively-oriented domains completely captures the history of the magnetic material. However, in this new framework the density function is itself evolving in time (since the threshold values are changing) adding a new level of complexity to the global dynamics.

There are just a few essential ingredients needed for the fat-tailed price-return behaviour observed in Section 3. Firstly there is the switching/reinjection that is provided by the very act of trading. Secondly, some mechanism is needed to destabilize the efficient market solution where the agents’ states are perfectly mixed with $\sigma \approx 0$. Herding (and/or the presence of an asymmetry in the relative desirability of the states) provides one very natural explanation for this although in real markets there are undoubtedly many other contributory factors. Thirdly,
a feedback mechanism is required. This is achieved via the law of supply and
demand effected by the term $\kappa \Delta \sigma$ in (2). The necessity of this third factor
can be seen by simulating the model of Section 3 with $\kappa = 0$ and all other
parameters unchanged. From (2), $\sigma(n) \approx 0$ since the price is now decoupled
from $\sigma$. However $\sigma$ still moves between +1 and −1, the difference being that,
if $\kappa = 0$, the tail distribution of $\Delta \sigma$ at large magnitudes is now exponential
rather than (approximately) power-law. In other words, the presence of a price-
feedback, $\kappa > 0$, causes fat-tails in the distribution of $\Delta \sigma$ which in turn causes
the fat-tails in the price returns.

Finally, there is the issue of volatility clustering. This appears to be diffi-
cult to generate solely using rules of motion for the agents within $D$ but there
are multiple possibilities if we allow ourselves to modify the exogeneous infor-
mation stream. However, simply allowing volatility to depend upon sentiment
works surprisingly well. Other possibilities include allowing inductive learning
to influence the agents’ threshold dynamics and will be considered elsewhere.

4.1 A Connection to Earthquake Models

At times of severe mispricing, when $|\sigma| \approx 1$, there is an interesting compari-
son between the above particle system and the Olami-Feder-Christensen (OFC)
models of earthquake dynamics. These models represent an earthquake fault
zone by splitting it into $M$ interacting sites undergoing stick-slip dynamics as
the plates on either side of the fault try to slide past each other. The state of
each site is represented by a ‘stress’ (or ‘force’ or ‘energy’) level and while this
level is below some threshold value the site is stationary. However, when the
threshold is exceeded the site slips, its stress level is reset and some (or all, in
the conservative case) of the energy is instantaneously distributed to a subset
of the remaining sites. This may trigger a cascade of slippages, the number of
sites involved in the cascade being proportional to the size of the earthquake.
Thus the system can be represented as discrete-time model, with timestep $h$, as
follows. Let the level of the $i^{th}$ site at time $n$ be $z_i(n)$. Then

$$z_i(n + 1) = z_i(n) + h \quad \forall i = 1, \ldots, M$$
until one or more of the $z_i > 1$. Then, for each of those sites, $z \to 0$ and a proportion of their energy is distributed among $n$ others

$$z_{ik}(n) \to z_{ik} + \alpha z_i \quad k = 1, \ldots, n.$$

In the original formulation of the OFC model [19] sites release energy only to $n$ neighbouring sites. However, the simpler random-neighbour version removes all spatial correlations by distributing the energy between $n$ sites chosen at random. In [4] a thorough mean-field analysis of this case, in the limit $M \to \infty$, showed that self-organized-criticality (SOC) and the associated true power-law scalings are absent unless the system is conservative with $\alpha = \alpha_c := 1/n$. However, for $\alpha$ close to $\alpha_c$ approximate power-laws are observed over significant ranges of earthquake size.

Let us now set $n = M - 1$ so that a site releases its energy equally to all the other sites, thus when a site relaxes all the other sites are moved closer to their threshold by an equal amount — analogous to all the agents moving by an amount $\Delta p$ in the particle description of the market model. We also suppose that the market model is in a state where $|\sigma| \approx 1$. It is during such extreme configurations that the biggest price changes occur and there exists a natural correspondence between the two models (after allowing for the fact that, in the market model, the reset values are randomly distributed). If all the agents are in the +1 state then, after an agent switches and resets her thresholds, the average distance from the lower threshold is $0.2p(n)$. At the same time, the price falls by an amount

$$\approx p(n)\kappa \Delta \sigma = \frac{2p(n)\kappa}{M}$$

and so the sum of the distances of all the other agents from their lower thresholds is reduced by an amount $\frac{2p(n)\kappa(M-1)}{M} \approx 0.4p(n)$. Thus the corresponding value of $\alpha$ in the all-neighbour OFC model is $\alpha \approx 2\alpha_c$.

Clearly, the OFC model is not usually studied in this parameter regime, as it corresponds to a runaway, planet-annihilating, earthquake in which energy is created rather than dissipated when sites slip! However, there is no concept of energy in the market model and the formal link between the models is valid when $|\sigma| \approx 1$, irrespective of $\kappa$. When the correction starts, the price cascade initiates as if it were such an energy-creating runaway process, but as the cascade
continues, agents that have been through the cascade once will act as a brake rather than an accelerator as they go through the second time since their states are now $-1$.

The above analogy is far from exact and there are other issues concerning the choice of synchronous vs asynchronous updating, for example, that may be significant. Nevertheless, it highlights the crucial role of the parameter $\kappa$ and perhaps also the apparent lack of universal power-law exponents (the reported power-law exponents in price-returns are not identical across real markets).

5 Conclusions

Even very simple threshold models appear to be capable of capturing the most important aspects of financial markets. They also better reflect the incremental and history-dependent nature of decision-making processes. This makes it possible to easily incorporate the findings of behavioural economists (such as herding, anchoring, or loss-aversion) as well as inductive learning or adaptive heuristics. Furthermore, since the neoclassical paradigm exists within this class of models, we are able to systematically study the way in which weakening the various efficient market assumptions, as reflected in the model, changes the global behaviour of the system.

We have also shown that threshold models correspond to particle systems with reinjection, switching and feedback. However, perfectly-mixed particle systems, analogous to perfect-pricing markets, are easily disrupted by simple phenomena such as herding or perverse incentives. It may be possible to show that the efficient market solution is either structurally unstable to perturbations of the rules governing threshold dynamics, or has a very small domain of attraction, in some suitably-defined space. The fact that such perturbations are closely tied to actual human behaviour and economic structures would then imply that perfect-pricing markets are unlikely to be observed in practice.

There are many ways in which the framework presented above can be extended and we conclude by briefly mentioning two of them. Firstly, adding inductive learning into the rules governing the threshold dynamics should result in more realistic agents. This would also help clarify the similarities and
differences between the mechanisms causing fat-tails in each case. Secondly, threshold models can naturally be fused with limit-order models that examine the high-frequency behaviour of order-clearing in financial exchanges. This would permit a full model that directly simulates the fast traders as well as the slow ones.

References


