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Abstract. We consider vertex coloring of a simple acyclic digraphG in such a
way that two vertices which have a common ancestor inG receive distinct col-
ors. Such colorings arise in a natural way when clustering, indexing and bounding
space for various genetic data for efficient analysis. We discuss the corresponding
chromatic number and derive an upper bound as a function of the maximum num-
ber of descendants of a given vertex and the inductiveness of the corresponding
hypergraph, which is obtained from the original digraph.
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1 Introduction

1.1 Purpose

The purpose of this article is to discuss a special kind of vertex coloring for acyclic
digraphs in bioinformatics, where we insist upon two vertices, that have a common
ancestor, receive distinct colors.

This article can be viewed as a continuation of [1], but we have attempted to make
it as self-contained as possible. For a brief introduction and additional references to the
ones mention here, we refer to [1].

Before setting forth our terminology and stating precise definitions we need to ad-
dress the justification for such vertex colorings and why they are of interest, especially
for various databases containing life science related data.

Digraphs representing various biological phenomena and knowledge are used all
over in the life sciences and in drug discovery research, i.e. the gene ontology digraph
maintained by the Gene Ontology Consortium, [2]. Many other open biological on-
tologies are available, and additionally medical or disease classifications in the form of
acyclic digraphs are used throughout. In a typical setting the digraphs are referenced by
numerous large tables containing genetic or other observed data and stored in relational



data warehouses. An overview of several projects relating to indexing of semistructured
data (i.e. graphs) can be found in [3].

The challenges addressed in this article include certain coloring analysis of an
acyclic digraphG, which provides an efficient structure for querying of relational tables
referencing the digraphG. This includes efficiently identifying and retrieving all rows
in a given table, or matrix, that are conditioned, based on sets of ancestors ofG.

EXAMPLE : Consider the digraphG, on n = 6 vertices representing genes, where a
directed edge from one vertex to a second one indicates that the first gene is an ancestor
of the second gene.

V (G) = {g1, g2, g3, g4, g5, g6},
E(G) = {(g1, g4), (g1, g5), (g2, g4), (g2, g6), (g3, g5), (g3, g6)}.

In the static data structure of a6 × 6 matrix, we assign a column to each vertexgi.
Further we include the data ofgj in the(i, j)-th entry if, and only if,gi is an ancestor
of gj , as shown in Table1. As we see there, most entries are empty with no data in

g1 g2 g3 g4 g5 g6

g1 g1 – – g4 g5 –
g2 – g2 – g4 – g6

g3 – – g3 – g5 g6

g4 – – – g4 – –
g5 – – – – g5 –
g6 – – – – – g6

Table 1.This matrix indicates a data structure of sizen2, where in this casen = 6.

them, which is a waste of storing space. Relaxing the condition that each vertex has
its own column, it suffices instead to insist that (i) each gene can only occur in one
column, and to avoid clashing of data information, (ii) each column can only contain
data of unrelated genes. In this case we obtain a compact form of Table1 as shown in
Table2. There we have reduced the number of columns fromn = 6 to k = 3. Note that
k here is the maximum number of vertices which are descendants of a single vertex.
All the verticesg1, g2 andg3 have three descendants (including themselves,) and all the
verticesg4, g5 andg6 have just one descendants, just themselves. Such sets will in this
article be denoted byD[gi], so, for exampleD[g1] = {g1, g4, g5}. As we will see, it
is, in general, not always possible to reduce the the number of columns down to this
maximum number of descendants of a single vertex. Here we can view the numbers 1,2
and 3 (the columns of Table2) as distinct labels, data entries or colors assigned to each
vertex. Sog1 andg6 are assigned color 1,g2 andg4 are assigned color 2 andg2 andg5

are assigned color 3. We see that if two verticesgi andgj have the same color, then they
must be unrelated in the sense that there is no vertexgk such thatgi, gj ∈ D[gk].

A more functional way of viewing these color labellings is given in the following
subsection, where each colori can be viewed as a labeling functionfi.



1 2 3
g1 g1 g4 g5

g2 g6 g4 g2

g3 g6 g3 g5

g4 – g4 –
g5 – – g5

g6 g6 – –
Table 2.This matrix indicates a data structure of sizekn, where in this casen = 6 and
k = 3.

1.2 A Functional Approach

Consistent with the notation introduced in the next section, we letU [u] = {u} ∪ {x :
x is an ancestor ofu} for each vertexu of a given digraphG. Also, assign a unique
data entryU [u]∗ to each of the ancestor sets considered. Since each ancestor setU [u]
is determined uniquely by the vertexu, then we can simply identifyu andU [u]∗, and
assume thatu = U [u]∗.

In order to create an index on a table column referencing the verticesV (G) of the
digraphG, it is necessary to develop a schema, such as a collection of functions, for
assigning data entries to the search key values in the table. First though, we develop
such a schema for the verticesV (G) themselves. For a given vertexu there should be
at least one functionf , in the schema, defined on a subset ofV (G), satisfyingU [u] =
f−1(U [u]∗), that is,f assigns the data entryU [u]∗ only to search key elements from
the setU [u]. Therefore, a complete schema is a collectionf1, f2, . . . , fk of functions
so that for each vertexu there exists at least one integerc(u) with

U [u] = f−1
c(u)(U [u]∗).

The vertex coloringu 7→ c(u) is what we will call adown-coloringof the digraph
G, as we will define in the next section, and it has the following property: If two dis-
tinct verticesu andv have a common ancestor, sayw, thenfc(u)(w) = U [u]∗ and
fc(v)(w) = U [v]∗, so sinceU [u]∗ 6= U [v]∗, we must havec(u) 6= c(v), that isu andv
receive distinct colors. This allows us to conclude thatk is at least thedown-chromatic
numberof G, defined in the next section.

Conversely, given a down-coloringc : V (G) → {1, . . . , k} one can construct
a complete schema for assigning data entries to the vertices by defining functions
f1, . . . , fk as

fi(u) = U [v]∗, if u ∈ U [v] andc(v) = i.

The down-coloring condition ensures that the functions are well defined. The possible
schemas of “functional indexes” are therefore in a one-to-one correspondence with the
possible down-colorings.

One can realize the schemaf1, . . . , fk in a relational database system in many dif-
ferent ways. In the relational database system, one may try additionally to devise a
structure so that the set operations(∪, ∩, \) can be optimally executed on elements



from the collection{U [u] : u ∈ V (G)}. A straightforward way to do this is to have the
functions physically share the domainV (G) in the database, instead of using additional
equijoins to implement the sharing of the domain. For digraphs with relatively small
down-chromatic numbers we therefore materialize the relation

{(u, f1(u), . . . , fk(u)) : u ∈ V (G)}

in the database system, in addition to the coloring mapc. This requires thatfj(u) =
“NULL” if u is not in the domain offj , following standard convention. The table con-
taining the above relation is referred to as Clique(U), it has a domain column “Vertex”
and a column “CJ” for each of the colorsj ∈ {1, 2, . . . , k}. Of course, it is also the
graph of the functionf1 × f2 × · · · × fk.

1.3 Concrete Databases

If a (large) table references the digraphG in one of its columns, then there are sev-
eral possible methods to index the column using the data entries schema Clique(U) or,
equivalently, the functionsf1, . . . , fk. Below we summarize two of the possible meth-
ods.

1. The Clique(U) relation may be joined (through the “Vertex” column) with any table
that references the digraphG in one of its columns. In this way the Clique(U)
table may be viewed as a dimension table, allowing queries conditioned on the
ancestors sets and other conditioning to be evaluated as star queries. Additional
search mechanisms are introduced, such as bitmap and other indexes and, most
efficiently, bitmap join indexes may be used (e.g., one for each color column in
Clique(U) when using the Oracle 9i system). Both the Oracle database system and
DB2 from IBM are able to take advantage of this simple and space efficient setup
for evaluating queries, see [4] and [5] for further information.

2. A table referencing the digraphG in one of its columns may be joined with, and
clustered according to the schema Clique(U) using multidimensional clustering, if
the down-chromatic number for the digraph is small. Ideally, the multidimensional
clustering enables the referencing table to be physically clustered along all the color
columns simultaneously. Commercially available relational database systems that
implement multidimensional clustering, include IBM’s DB2 Universal Database
(version 8.1), see [6] for an introduction to the feature in DB2.

The first method is currently used by deCODE Genetics in Iceland. There the Clique(U)
structure and bitmap and sometimes bitmap join indexes are combined to map a data
entry U [u]∗ to all the rows in a table referencing elements fromU [u]. Comparisons,
in this setting, favor greatly using the Clique(U) structure and star-query methods over
other methods. We will demonstrate this with a concrete comparison.

EXAMPLE : A small table with about 1.5 million rows called “goTermFact” references
the gene ontology digraph in a column called “acc”. Additionally, the table has several
other columns including a number column denoted by “m”. The acyclic gene ontology
digraph has 14,513 edges and 11,368 vertices, the edges are directed and converge



at a root vertex, the root has three ancestors called “molecular function”, “biological
process” and “cellular component”. One of the ancestors of “molecular function” in the
graph is called “enzyme activity”. We wish to summarize the column “m” for all the
394,702 rows that reference an ancestor of the vertex “enzyme activity”. The digraph is
down-colored using 36 colors and the vertex “enzyme activity” receives color “8”, it is
also assigned code “GO:0003824” by the Gene Ontology Consortium. The SQL query
(Q1) is constructed as:

Q1 : select sum(f.m) from goTermFact f, cliqueU d where
f.acc = d.vertex and d.C8 = ‘GO:0003824’

For the purpose of comparison, the referencing table can also be indexed using the
digraph, in a more traditional way, by creating a lookup-table “Lookup” with columns
“path” and “rid”. The “path” column is a string path starting at the root vertex and the
“rid” column contains row-ids from the referencing table. Since this particular digraph
is not a tree structure, then one possibly needs to store several paths for each vertex (1.9
on the average in this case). The “Lookup” table is stored as an index-organized table
with a composite primary key (“path” and “rid”) in the Oracle 9.2i database, providing
fast primary key based access to lookup data for range search queries. A path from the
root vertex to the “enzyme activity” vertex, following the (reversed) digraph, is of the
form: ‘GO:0003673.GO:0003674.GO:0003824’. Therefore the above query (Q1) can
now be rewritten using a range search of the “Lookup” table as follows:

Q2 : select sum(m) from goTermFact where
rowid in (select rid from Lookup where

path like ‘GO:0003673.GO:0003674.GO:0003824%’)

Executing the queries on a Windows XP based Pentium III, 1.2GHz, 512MB system
using the Oracle 9.2i database reveals the following comparison:

Q1: Form Q1 executes up to 150 times faster than equivalent form Q2. The best per-
formance is achieved using a bitmap join index to (pre-)resolve the join between
the Clique(U) relation and the table. The query takes between 0.03 sec and 21 sec,
depending on whether the data is located in memory or on disk. The query is also
efficiently executed by using a (static) bitmap index on the “acc” column and the
bitmap OR operator to dynamically construct, using Clique(U), a pointer to all the
rows in the “goTermFact” table that satisfy the join.

Q2: In form Q2 the query takes between 4.02 sec and 104 sec, depending again on
whether the table and index data is located in memory or on disk when the query
is executed. Clearly, this form is much more space consuming and therefore less
efficient then the previous one.

The above comparison, as well as many other results obtained using similar clique
indexing schemas, demonstrate the power of the indexing, when combined with current
relational database optimization techniques.

1.4 Related Work

Directed acyclic graphs are many times called DAG’s by computer scientists, as is the
case in [7, p. 194], but we will here call them acyclic digraphs.



Only few vertex coloring results rely on the structure that the directions of the edges
in a digraph provides. In [8] thearc-chromatic numberfor a digraphG is investigated,
and in [9] and [10] thedichromatic numberof a digraph is studied.

Here in this article we define thedown-chromatic numberof an acyclic digraph,
discuss some of its properties, similarity and differences with ordinary graph coloring,
and derive an upper bound which, in addition, yields an efficient coloring procedure.
We will give some different representations of our acyclic digraph, some equivalent
and other more relaxed representations, which, from our vertex coloring point of view,
will suffice to consider.

2 Definitions and observations

We attempt to be consistent with standard graph theory notation in [11], and the notation
in [12] when applicable.

For a natural numbern ∈ N we let [n] = {1, . . . , n}. A simple digraphis a finite
simple directed graphG = (V,E), whereV is a finite set of vertices andE ⊆ V × V
is a set of directed edges. For a digraphG, the sets of its vertices and edges will many
times be given byV (G) andE(G) respectively. The digraphG is said to beacyclic if
G has no directed cycles. HenceforthG will denote an acyclic digraph in this section.

The binary relation≤ onV (G) defined by

u ≤ v ⇔ u = v, or there is a directed path fromv to u in G, (1)

is a reflexive, antisymmetric and transitive binary relation, and therefore a partial order
onV (G). Hence, whenever we talk aboutG as aposet, the partial order will be the one
defined by (1). Note that the acyclicity ofG is essential in order to be able to viewG as
a poset. By theheightof G as a poset, we mean the number of vertices in the longest
directed path inG. We denote bymax{G} the maximal vertices ofG with respect to
the partial order≤.

For verticesu, v ∈ V (G) with u ≤ v, we say thatu is adescendantof v, andv is
anancestorof u. Theclosed principal down-setD[u] of a vertexu ∈ V (G) is the set
of all descendants ofu in G, that is,D[u] = {x ∈ V (G) : x ≤ u}. Similarly theopen
principal down-setD(u) of a vertexu ∈ V (G) is the set of all descendants ofu in G,
excludingu itself, that is,D(u) = D[u] \ {u}.

Definition 1. A down-coloringof G is a mapc : V (G) → [k] satisfying

u, v ∈ D[w] for somew ∈ V (G) ⇒ c(u) 6= c(v)

for everyu, v ∈ V (G). Thedown-chromatic numberof G, denoted byχd(G), is the
leastk for whichG has a proper down-coloringc : V (G) → [k].

Just as in an undirected graphG, the vertices in a clique must all receive distinct colors
in a proper vertex coloring ofG. Thereforeω(G) ≤ χ(G) ≤ |V (G)| whereω(G)
denotes the clique number ofG. In additionχ(G) can be larger than the clique number
ω(G). Similarly for our acyclic digraphG we haveD(G) ≤ χd(G) ≤ |V (G)|, where

D(G) = max
u∈V (G)

{|D[u]|},



and we will see below that the same holds forG, thatχd(G) can be much larger than
D(G).

A useful approach to consider down-colorings of a given acyclic digraphG, is to
construct the corresponding simple undirecteddown-graphG′ on the same set of ver-
tices asG, but where we connect each pair of vertices that are contained in the same
principal down-set

V (G′) = V (G),
E(G′) = {{u, v} : u, v ∈ D[w] for somew ∈ V (G)}.

In this way we have transformed the problem of down-coloring the digraphG to the
problem of vertex coloring the simple undirected graphG′ in the usual sense, and we
haveχd(G) = χ(G′). Hence, from the point of down-colorings, bothG andG′ are
equivalent, which is something we will discuss in the next section to come. However,
some structure is lost. The fact that two verticesu andv are connected inG′ could mean
one of three possibilities, (i)u < v, (ii) u > v, or (iii) u andv are incomparable, but
there is a vertexw with u < w andv < w.

Although a down-set inG will become a clique inG′, the converse is not true, as
stated in Observation1 below.

We conclude this section with a concrete example and some observations drawn
from it. A special case of this following example can be found in [1].

EXAMPLE : Let k ≥ 2 andm ≥ 1 be natural numbers. LetA1, . . . , Ak be disjoint
sets, eachAi containing exactlym vertices. For each of the

(
k
2

)
pairs{i, j} ⊆ [k] define

an additional vertexwij . Let G(k,m) be a digraph with vertex set and edge set given
by

V (G(k, m)) =

 ⋃
i∈[k]

Ai

 ∪ {wij : {i, j} ⊆ [k]},

E(G(k, m)) =
⋃

{i,j}⊆[k]

{(wij , u) : u ∈ Ai ∪Aj}.

ClearlyG(k, m) is a simple acyclic digraph onn = km +
(
k
2

)
vertices and with

(
k
2

)
·

2m = k(k− 1)m directed edges. Each closed principal down-set is of the formD[wij ]
for some{i, j} ⊆ [k] and henceD(G(k, m)) = 2m+1. Note that in any proper down-
coloring ofG(k,m), every two vertices in

⋃
i∈[k] Ai are both contained inD[wij ] for

some{i, j} ⊆ [k], and hence
⋃

i∈[k] Ai forms a clique inG′(k,m). From this we see
thatω(G′(k,m)) = km. In particular we have that

χd(G(k,m)) = χ(G′(k,m)) ≥ ω(G′(k,m)) = km.

In fact, any coloring of
⋃

i∈[k] Ai with km colors can be extended in a greedy fashion

to a proper down-coloring ofG(k, m) with at mostkm colors. Therefore equality holds
through the above display. In particular we haveD(G(k, 1)) = 3 andω(G′(k, 1)) = k,
from which we deduce the following observation.



Observation 1 There is no functionf : N → N with ω(G′) ≤ f(D(G)) for every
simple acyclic digraphG. In particular, there is no functionf with χd(G) ≤ f(D(G))
for all simple acyclic digraphsG.

Let α ∈ N be a fixed and “large” natural number. Denoting byn the number of vertices
of G(k, αk), we clearly haven = |V (G(k, αk))| = αk2 +

(
k
2

)
∼ k2(α + 1/2), where

f(k) ∼ g(k) meanslimk→∞ f(k)/g(k) = 1. We now see that

D(G(k, αk)) = 2αk + 1 ∼

(
2α√

α + 1/2

)
√

n,

χd(G(k, αk)) = αk2 ∼
(

α

α + 1/2

)
n.

From this we have the following.

Observation 2 For everyε > 0, there is ann ∈ N for which there is a simple acyclic
digraphG onn vertices withD(G) = Θ(

√
n) andχd(G) ≥ (1− ε)n.

REMARK : The above Observation2 simply states thatχd(G) can be an arbitrarily large
fraction of |V (G)| without makingD(G) too large. Hence, both the upper and lower
bound in the inequalityD(G) ≤ χd(G) ≤ |V (G)| are tight in this sense.

3 Various representations

In this section we discuss some different representation of our digraphG, and define
some parameters which we will use to bound the down-chromatic numberχd(G).

We first consider the issue of the height of digraphs. We say that two digraphs on
the same set of vertices areequivalentif every down-coloring of one is also a valid
down-coloring of the other, that is, if they induce the same undirected down-graph. We
show that for any acyclic digraphG there is an equivalent acyclic digraphG2 of height
two with χd(G) = χd(G2). However, the degrees of vertices inG2 may necessarily be
larger than inG.

Proposition 1. A down-graphG′ of an acyclic digraphG is also a down-graph of an
acyclic digraphG2 of height two.

Proof. The derived digraphG2 has the same vertex set asG, while the edges all go
from max{G} to V (G) \max{G}, where(u, v) ∈ E(G2) if, and only if, v ∈ D(u).
In this way we see that two vertices inG have a common ancestor if, and only if they
have a common ancestor inG2. Hence, we have the proposition.

Therefore, when considering down-colorings of digraphs, we can by Proposition1 as-
sume them to be of height two. Moreover, there is a natural correspondence between
acyclic digraphs and certain hypergraphs.

Definition 2. For a digraphG, the relateddown-hypergraphHG of G is given by:

V (HG) = V (G)
E(HG) = {D[u] : u ∈ max{G}}.



Note that the down-graphG′ is theclique graphof the down-hypergraphHG, that is, the
simple undirected graph where every pair of vertices which are contained in a common
hyperedge inHG are connected by an edge inG′.

As we shall see, not every hypergraph is a down-hypergraph. There is a simple cri-
terion for whether a hypergraph is a down-hypergraph or not. An edge in a hypergraph
has aunique-elementif it contains a vertex contained in no other edge. A hypergraph
has theunique-element propertyif every edge has a unique element.

Observation 3 A hypergraph is a down-hypergraph if, and only if, it has the unique-
element property.

Proof. A down-hypergraph is defined to contain the principal closed down-sets of a
digraphG as edges. Each such edge contains a maximal element inG, and this element
is not contained in any other down-set. Hence, a down-hypergraph satisfies the unique-
element property.

Suppose a hypergraphH satisfies the property. Then we can form a height-two
acyclic digraph as follows: For each hyperedge, add a source vertex in the digraph
corresponding to the representative unique element of the hyperedge. For the other hy-
pervertices, add sinks to the digraph with edges from the sources to those sinks that
correspond to vertices in the same hyperedge.

Note that a hypergraph with the unique element property is necessarilysimple, in the
sense that each hyperedge is uniquely determined by the vertices it contains.

We see that we can convert a proper down-hypergraph to a corresponding acyclic
digraph of height two, and vice versa, in polynomial time.

Definition 3. A strong coloringof a hypergraphH, is a mapΨ : V (H) → [k] satisfy-
ing

u, v ∈ e for somee ∈ E(H) ⇒ Ψ(u) 6= Ψ(v).

Thestrong chromatic numberχs(H) is the least numberk of colors for whichH has a
proper strong coloringΨ : V (H) → [k].

Note that a strong coloring of a down-hypergraphHG is equivalent to a down-coloring
of G, and henceχs(HG) = χd(G). Since we can convert to and from hypergraph and
digraph representations, the two coloring problems are polynomial-time reducible to
each other. Strong colorings of hypergraphs have been studied, but not to the extent of
various other types of colorings of hypergraphs. In [13] a nice survey of various aspects
of hypergraph coloring theory is found, containing almost all fundamental results in the
past three decades.

In the next section we will bound the down-chromatic number of our acyclic digraph
G, partly by another parameter of the corresponding down-hypergraphHG.

4 Upper bound in terms of degeneracy

As we saw in Observation1, it is in general impossible to boundχd(G) from above
solely in terms ofD(G), even ifG is of height two. Therefore we need an additional



parameter for that upper bound, but first we need to review some matters about a hyper-
graphH = (V (H), E(H)).

Two vertices inV (H) areneighborsin H if they are contained in the same edge
in E(H). An edge inE(H) containing just one element is calledtrivial . The largest
cardinality of a hyperedge ofH will be denoted byσ(H). ThedegreedH(u), or just
d(u), of a vertexu ∈ V (H) is the number of non-trivial edges containingu. Note that
d(u) is generally much smaller than the number of the neighbors ofu. The minimum
and maximum degree ofH are given by

δ(H) = min
u∈V (H)

{dH(u)},

∆(H) = max
u∈V (H)

{dH(u)}.

The subhypergraphH[S] of H, induced by a setS of vertices, is given by

V (H[S]) = S.

E(H[S]) = {X ∩ S : X ∈ E(H) and|X ∩ S| ≥ 2}.

Definition 4. Let H be a simple hypergraph. Thedegeneracyor the inductivenessof
H, denoted byind(H), is given by

ind(H) = max
S⊆V (H)

{δ(H[S])} .

If k ≥ ind(H), then we say thatH is k-degenerateor k-inductive.

Note that Definition4 is a natural generalization of the degeneracy or the inductiveness
of a usual undirected graphG, given by ind(G) = maxH⊆G {δ(H)}, whereH runs
through all the induced subgraphs ofG. Note that the inductiveness of a (hyper)graph
is always greater than or equal to the inductiveness of any of its sub(hyper)graphs.

To illustrate, let us for a brief moment discuss the degeneracy of an important class
of simple graphs, namely that of simple planar graphs. Every subgraph of a simple
planar graph is again planar. Since every planar graph has a vertex of degree five or
less, the degeneracy of every planar graph is at most five. This is the best possible
for planar graphs, since the graph of the icosahedron is planar and 5-regular. That a
planar graph has degeneracy of five, implies that it can be vertex colored in a simple
greedy fashion with at most six colors. The degeneracy has also been used to bound the
chromatic number of the squareG2 of a planar graphG, whereG2 is a graph obtained
from G by connecting two vertices ofG if, and only if, they are connected inG or they
have a common neighbor inG, [14].

In general, the degeneracy of a graphG yields an ordering{u1, u2, . . . , un} of
V (G), such that each vertexui has at most ind(G) neighbors among the previously
listed verticesu1, . . . , ui−1. Such an ordering provides a way to vertex colorG with at
most ind(G) + 1 colors in an efficient greedy way, and hence we have in general that
χ(G) ≤ ind(G) + 1.



The inductiveness of a simple hypergraph is also connected to a greedy vertex col-
oring of it, but not in such a direct manner as for a regular undirected graph, since, as
noted, the number of neighbors of a given vertex in a hypergraph is generally much
larger than its degree.

Theorem 4. If the simple undirected graphG is the clique graph of the simple hyper-
graphH, thenind(G) ≤ ind(H)(σ(H)− 1).

Proof. For eachS ⊆ V (G) = V (H), let G[S] andH[S] be the subgraph ofG and
the subhypergraph ofH induced byS, respectively. Note that for eachu ∈ S, each
hyperedge inH[S] which containsu, has at mostσ(H[S]) − 1 ≤ σ(H) − 1 other
vertices in addition tou. By definition ofdH[S](u), we therefore have thatdG[S](u) ≤
dH[S](u)(σ(H)− 1), and hence

δ(G[S]) ≤ δ(H[S])(σ(H)− 1). (2)

Taking the maximum of (2) among allS ⊆ V (G) yields the theorem.

Recall that theintersection graphof a collection{A1, . . . , An} of sets, is the simple
graph with vertices{u1, . . . , un}, where we connectui anduj if, and only if,Ai∩Aj 6=
∅.

Observation 5 For a simple connected hypergraphH, thenind(H) = 1 if, and only if,
the intersection graph of its hyperedgesE(H) is a tree.

What Observation5 implies, is that edges ofH can be orderedE(H) = {e1, . . . , em},
such that eachei intersects exactly one edge from{e1, . . . , ei−1}. If now G is the clique
graph ofH, this implies that ind(G) = σ(H)− 1.

Also note that ifH has the unique element property andσ(H) = 2, then clearly
the clique graphG is a tree, and hence ind(G) = 1 = σ(H)− 1. We summarize in the
following.

Observation 6 Let H be a hypergraph that satisfies the unique element property. If
either ind(H) = 1 or σ(H) = 2, then the clique graphG of H satisfiesind(G) =
σ(H)− 1.

For a hypergraphH with the unique element property, we can obtain some slight im-
provements in the general case as well.

Theorem 7. LetH be a hypergraph with the unique element property. Assume further
that ind(H) > 1 andσ(H) > 2. Then the clique graphG of H satisfies

ind(G) ≤ ind(H)(σ(H)− 2).

Proof. SinceH has the unique element property, then by Observation3 there is an
acyclic digraphG such thatH = HG. Let H ′′ be the hypergraph induced byV (H) \
max{G} andG′′ be the corresponding clique graph ofH ′′. Since eachu ∈ max{G} is
simplicial inH and inG, their removal will not effect the degeneracy of the remaining
vertices, so ind(H ′′) = ind(H) and ind(G′′) = ind(G). Also note thatσ(H ′′) =
σ(H) − 1. By Theorem4 we get ind(G) = ind(G′′) ≤ ind(H ′′)(σ(H ′′) − 1) =
ind(H)(σ(H)− 2), thereby completing the proof.



REMARK : Recall that for any simple undirected graphG onn vertices, we haveχ(G) ≤
ind(G) + 1. In fact, the upper bounds of ind(G) given in Theorem7 yields an on-line
down-coloring ofG that uses at most ind(G) log n colors, whereH = HG is the down-
hypergraph ofG, as well.

Let G be an acyclic digraph. Since nowD(G) = σ(HG) andχd(G) = χ(G′) ≤
ind(G′) + 1, we obtain the following summarizing corollary.

Corollary 1. If G is an acyclic digraph, then its down-chromatic number satisfies the
following:

1. If ind(HG) = 1 or D(G) = 2, thenχd(G) = D(G).
2. If ind(HG) > 1 andD(G) > 2, thenχd(G) ≤ ind(HG)(D(G)− 2) + 1.

Moreover, the mentioned upper bounds in both cases are sufficient for greedy down-
coloring ofG.

EXAMPLE : Let k,m ∈ N, assuming them to be “large” numbers. Consider the graph
G(k, m)) from Section2. HereHG(k,m) is a hypergraph with ind(HG(k,m)) = k − 1
andσ(HG(k,m)) = 2m + 1. By Corollary1 we have immediately thatχd(G(k,m)) ≤
(k − 1)(2m− 1) + 1 = Θ(km), which agrees with the asymptotic value of the actual
down-chromatic numberkm (also aΘ(km) function,) which we computed in Section2.
Hence, Corollary1 is asymptotically tight.

Moreover, if we were to just color each vertex with its own unique color, we com-
pareχd(G(k, m)) ≤ (k−1)(2m−1)+1 with the actual numberkm+

(
k
2

)
of vertices,

and we see that for largek, this is a substantial reduction.

REMARK : Although we have assumed our digraphs to be acyclic, we note that the def-
inition of down-coloring can be easily extended to a regular cyclic digraphG by inter-
preting the notion of descendants of a vertexu to mean the set of nodes reachable from
u. In fact, if G is an arbitrary digraph, then there is an equivalent acyclic digraphG

′
,

on the same set of vertices, with an identical down-graph: First form thecondensation
Ĝ of G by shrinking each strongly connected component ofG to a single vertex. Then
form G

′
by replacing each node of̂G which represents a strongly connected component

of G on a setX ⊆ V (G) of vertices, with an arbitrary vertexu ∈ X, and then add a
directed edge fromu to eachv ∈ X \ {u}. This completes the construction. – Observe
that each nodev ∈ X has exactly the same neighbors in the down-graph ofG

′
asu, as it

is a descendant ofu andu alone. Further, if nodev was in a different strong component
of G thanu but was reachable fromu, then it will continue to be a descendant ofu in
G
′
. Hence, the down-graphs ofG andG

′
are identical.
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