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Corollary. Under the hypotheses of the
Theorem, the forward image of a relatively open
set in D is open in IEm.
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10.1 Linear Transformations and Norms.

A. Brief review of linear algebra.

1. Definition . A linear transformation L: En + Em
is a function with the property that for every
x, y € 8", and scalars a,B,

l(ax + fy) - at(x) + FL(v).
We denote the collection of all such linear
transformations by L(8",8- )

2. Definition. A basis,ts in IE" is a collection of
vectors B - {hr,b2, ..., hr,} that is linearly
independent. lf B is a basis then every vector
x € IEn can be written uniquely as

x- Fo,h,
L-/rrj=L

where the coefficients ai = x . v/ where {r; }i:,
is the unique collection of vectors biorthogonal
lo B, that is, such that hi . vr - 1 if j : k and 0
othenruise.
A basis 8 is orthonormalif hi : v/
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3. Remark. (a) L: EL -+ IE1 is linear if and only if

L(x) - a x tor some real number q,.

(b) L: IE1 + Em is tinear if and only if L(x) -(qtx,ezx, ... , ilmx) : a x for Some fixed a gE*. ?

(c) t: IEn -+_81 is tinear if and onty if r(x) -(il.
x - |1.-r.oi'.,*, . In this cESe, a; : f Cu;)-whb6
ej : (0, ...;0,L,0,...,0) is the jth element of the
sta nda rd basis {er. }i=r .
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4. Theorem. Every linear transformation
L: En + Em can be represented as an m x n
matrix.

L'f R = tt tt,,,E^\ Lq.,. l'"'^; fu En

q.r/^ O = ft,r-- rtJ q- tql(l C* F'^
A\.
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B. The operator norm

1. Definition. The operator norm (or just the
norm) of L e L(En,E-) is defined by
llrll = inflrflf, ) 0: llrxll = Cllxll /or ailx e E"]

or by

llrll : 
{,"p',JJ4ll:x 

€ E"}

2. Remark. (a) llrxll < C llxll for ail x e rEn says
that the transformation t magnifies the norm of
a given x € IEn by a factor of no more than C.
The norm llf ll is the smallest such factor.

(b) The two quantities appearing in the
definition of operator norm are the same. The
proof of this is an exercise, but some of your
work is done in Exercise 10.1 .

(c) Give n L e L(F},8^), tttlt is atways finite,
and in fact if t is represented by the matrix
lLl : (h,)^*,' then

however,

/m n \1Uz

lrrll <(IZ'f' 
)\EiFi /

usually strict inequality holds.
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(d) ln fact, flrll is independent of the matrix
representation of L Also det(t) - deu{[r]) is
also independent of the matrix that is used to
represent l.
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10.2 Differentiable Functions.

A. The derivative.

1. Motivation. (a) Recall that a function f :EL +
E1 is differentiable atxs in its domain, with
derivative f'(x6) if

yirf@o+h)-f@i _ f,(xo)h-+0 h
Rewriting this in terms of the definition of the
limit gives: For every e > 0 there is a d > 0
suchthatrtW <dthen

lf(xo+h)-f(xi _ r,( |

I tL f@il "I

or, rewriting again
lf (xo + h) - f (x) - f' (xihl < 4ht

(b) lf we define the tinear t;;rr.,on
A e L(EL,E1) by A(h) - f' (x)h for all h e Er
Then we can rewrite above as

lf (xo + h) - f (xi - A(h)l . Eh[

=r_



(c) Now clearly, for any linear transformation
A e L(EL,E1), or equivalently any number m,
the quantity lf (xo + h) - f (x) - A(lil - 0 as
h + 0 (assuming / is continuous at x6).
However, the definition of differentiability says
that in fact,

\f@o+h)-f(xi- A(h)l

or in other *" o;
A(h)l goes to zero faster than h. There is only
one transformation A that satisfies this
criterion

(d) We conclude that (i) the derivative f'(ro)
can be thought of as a linear transformation, (ii)
this linear transformation has the property that
the difference between it and f (xo + h) - f (xo)
goes to zero faster than h goes to zero, and (iii)
it is the only linear transformation that does so.
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Definition. Let ff: D + IEm for Some D c E" and
let x e D be a cluster point of D. Then f is
differentiable at x with derivative 1f'(x) e
L(8", E-) if

,,.- llf(x + h) - f(x) - ff' (x)([l)ll
_11p - Qrr+o llhll

3. Theorem . (10.2.2) lf f is differentiabte at
xo € D then f is continuous at xs.
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B. Computing f'(x).

1. Remark. (a) lf f'(x) e L(En ,E*) then it has a
representation as a m xn matrix with respect
to the standard basis. What is that matrix?

(b) Consider first a function 1[: IEn -+ 81, that is
a real-valued function of n variables. Let us
write f(x) - f (xux2, ...,xn). In this case, for a
given x0 : @f,x!, ...,x|.), f'(xo) is a linear
transformation from IEn to E1 and hence can be
written as 

,f (xs)h- a.tn
for Ih € IEn. And we have

llf(xo + h) - f(xo) - a . hll
lim
Ih-+o -0

llhtl

(c) Since the limit exists, we can approach
zero from any direction. By letting h : h.@t, we
get a . h - athand writing the above limit in
components we get

,,^ f (*f , ... ,*f + h, ... , *l) - f (*1, ... ,xl,)
trlrl- , - aih'+0 h

But this is just the usual definition of the partial
derivative. So we conclude

a_ (gf gI_
\dx1 ' oxz'"" a*-) - v/(xo)
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2. Theorem (10.2.3) Let f:D +E^, D anopen
subset of IEn, be differentiable at x e D. Then
the matrix of f'(x) with respect to the standard
basis is given by

r'(x) = l%1

Moreover, for any " . El:*i 
l*"

1[' (x)v : t'- f(x + tv) - f(x)
r+o t

which is defined as the directional derivative of
f in the direction v a/x.


