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Abstract. The article surveys a number of potential theory results in the
discrete setting of trees and in an application to complex analysis. On trees

for which the associated random walk is recurrent, we discuss Riesz decompo-

sition, flux, a type of potential called H-potential, and present a new result
dealing with the boundary behaviour of H-potentials on a specific recurrent

homogeneous tree. On general trees we discuss Brelot structures and their

classification. On transient homogeneous trees we discuss clamped and simply-
supported biharmonic Green functions.

We also describe an application of potential theory, namely a certain

minimum principle for multiply superharmonic functions, that is used to prove
a result concerning the norm of a class of multiplication operators from H∞(D)

to the Bloch space on D, where D is a bounded symmetric domain. The proof

of the minimum principle involves the use of the Cartan-Brelot topology.

1. Introduction

In this article we survey some of our potential theory results in discrete and
classical settings. Most of the paper considers potential theory in the discrete set-
ting of trees. In one section we consider it in a Brelot space, and in the final section
we consider an application of potential theory to a problem involving complex and
functional analysis.

On trees, functions are viewed as real-valued, with domain the set of vertices.
Once transition probabilities are prescribed on each of the directed edges, harmonic
functions are defined by the condition that the value at each vertex equals the
average of the values at the neighbouring vertices. Much of classical potential theory
can then be developed in this setting. The type of theorems considered depends
on whether or not the associated random walk is transient or recurrent. From the
probabilistic point of view, the walk is transient if and only if, for each vertex v,
the probability that the random walk visits v infinitely often is 0. Otherwise it is
recurrent. From the analytic point of view, transience is equivalent to the existence
of positive potentials.

The transient theory was largely developed in [24] where Cartier considers basic
properties of harmonic and superharmonic functions, integral representation of pos-
itive harmonic functions, and limit theorems of positive superharmonic functions at
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the boundary of the tree along random paths. Limit theorems along deterministic
paths are considered in [26], [34] and [35].

After a preliminary section on the basic facts concerning trees, we describe in §3
the results of [28], which deal with general recurrent trees. The potential theory in
this setting is analogous to the classical potential theory in the complex plane. We
were motivated by the work of Anandam in [7] and subsequent articles, where he
developed the theory of Brelot spaces without positive potentials. In the recurrent
setting, there are no positive nonconstant superharmonic functions, so the focus is
on admissible superharmonic functions, that is, superharmonic functions having a
harmonic minorant outside a compact set. Anandam also introduced several notions
of “potential”. A key idea is to develop a theory of flux for admissible superharmonic
functions, and further, for any function superharmonic outside a compact set. In
the Brelot space setting, Anandam first defined flux for functions harmonic outside
of a compact set, then for globally defined superharmonic functions, and finally
for functions superharmonic outside a compact set. It is true that if one linearly
extends along the edges functions that are harmonic on a tree, then one gets a
Brelot space, and so the results of Anandam translate directly to results on the
tree. However, our approach is different from his. We have a condensed definition
of flux, where we directly define it for functions superharmonic outside finitely
many vertices. We also introduce a new notion of potential, called H-potential,
which seems quite natural in that it is defined by means of a “greatest harmonic
minorant zero” condition, and it can be represented in terms of a kernel, called
the H-Green function, which itself is represented by an explicit formula. We use
the H-potentials to give a Riesz decomposition theorem for the set of admissible
superharmonic functions.

In §4, we develop the idea of producing Brelot spaces by starting with a discrete
harmonic structure and extending in ways more general than linearly on the edges.
After giving a brief background on Brelot spaces, we describe the work in [19],
where we first characterize, up to Brelot space isomorphism, all the Brelot space
structures on intervals, and then discuss the problem of putting these structures
together to produce a Brelot space structure on the tree viewed as a one-dimensional
simplicial complex.

In §5, we describe the work in [18] where we show that our theories of flux and
H-potential can be formulated in a general Brelot space without positive potentials,
and so we obtain a Riesz decomposition theorem for admissible superharmonic
functions in this general setting. We show that the theories described here and in
§3 agree in the special case that we extend linearly along the edges of the tree.

In §6, we look at a particular example of the trees in §3, namely the
(1/4, 1/4, 1/2)-tree. This is the tree in which all vertices have exactly three neigh-
bours, and aside from the root of the tree in which the outward transition prob-
abilities are 1/3, all forward probabilities are 1/4, and all backward probabilities
are 1/2. On this tree, we write down explicit formulas for the various quantities
introduced in §3, and in particular for the H-potentials. We then depart from our
survey in order to prove a new result concerning the boundary behaviour of the
H-potentials in the spirit of the boundary results of [34] for ordinary potentials on
the same tree with a transient structure.

In §7, we describe the results in [30] concerning clamped and simply-supported
biharmonic Green functions. These functions arise classically on domains (say onD,
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the unit disk in the complex plane) in connection with various physical problems,
such as the deflection of a thin plate. For applications in complex analysis, see
[33]. The biharmonic Green functions can be used to construct functions on D
having a prescribed bilaplacian, zero boundary values, and either vanishing normal
derivative at the boundary (for the clamped one) or vanishing Laplacian at the
boundary (for the simply-supported one). We consider the problem of defining and
calculating these functions on a homogeneous tree.

In §8, we leave the discrete topics and consider instead a problem of complex
and functional analysis. The results are given in [31]. Let D be a bounded homo-
geneous domain in CN , and consider the Banach spaces X = H∞(D) of bounded
holomorphic functions on D and Y = B of Bloch functions on D. Let ψ : D → C

have the property that for all f ∈ X, ψf is an element of Y . Then the mapping
Mψ : X → Y , f 7→ ψf is called a multiplication operator. In this section we
describe a theorem which gives the norm of this operator. Our focus is on the fol-
lowing minimum principle concerning multiply superharmonic functions v defined
on a product ω1×ω2 of relatively compact domains in Euclidean space. The mini-
mum principle says that if v is lower bounded and has a lim inf greater or equal to 0
on the distinguished boundary ∂ω1×∂ω2, then v ≥ 0 on ω1×ω2. Though the result
seems natural, the proof doesn’t seem to be completely trivial. The proof we have
of it makes use of a topology on the set of differences of positive superharmonic
functions, called the Cartan-Brelot topology, which we describe in §8.

For our other collaborations which deal with potential theory on trees but which
we do not survey here, see [16], [20], [26], [27], [35].

2. Preliminaries on trees

A tree is a connected graph with no loops. We fix one vertex e and refer to
it as the root of the tree. We write v ∼ w if there is an edge joining vertices v
and w, and say that v and w are neighbours. The number of neighbours of a
vertex is referred to as its degree. In this paper we assume that T is a tree with
infinitely many vertices, each vertex has finite degree, and there are no terminal
vertices, that is, no vertices with only one neighbour. For each vertex v, let
[e, v] = [e, v1, v2, . . . , vn = v] be the unique geodesic path from e to v. Denote by
|v| = n the number of edges in [e, v] and call it the modulus of v. More generally,
for two vertices v and w, |v−w| is the number of edges in the geodesic path from v
to w. We refer to this as the hyperbolic distance from v to w, since by analogy,
the hyperbolic distance between pairs of points on the unit disk in the complex
plane is unbounded. By a function on T we mean a real-valued function on the
vertices of T .

If v, w are vertices, we write v ≤ w if v is a vertex of [e, w]. We say that v is
an ancestor of w and w is a descendant of v. The children of a vertex v are
the vertices w such that v ∼ w and |w| = |v| + 1. If v is a vertex, vk will always
refer to the vertex of modulus k in the geodesic [e, v]. The wedge product v ∧ w
is the unique ancestor of both v and w having largest modulus. The sector S(v)
is the set consisting of v and the descendants of v. For a fixed vertex w 6= e we
define the half-sectors S(wk) := S(wk) \ S(wk+1) for k = 0, . . . , |w| − 1. Note that
the sets S(wk), k = 0, . . . , |w| − 1 together with S(w) give a partition of T . Denote
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this partition by P(w):

P(w) :=
{
S(w0), . . . , S(w|w|−1), S(w)

}
.

We say that a function f on T is of finite type if it is constant on each of the
elements of P(w) for some vertex w.

If a > 1 and u 6= e, then a simple calculation shows that, for a homogeneous
tree of degree 3, ∑

v∈S(u)

2−a|v| =
2−a|u|

1− 21−a(2.1)

The boundary ∂T of T is the set of infinite geodesic paths beginning at e. If
ω = [e, ω1, ω2, . . . ) is a boundary point of T and v a vertex, we write v ≤ ω if v = ωk
for some k. The wedge product v∧ω is the vertex of largest modulus common to
[e, v] and ω. The interval I(v) is the set of boundary points ω such that v ≤ ω, or
equivalently, v ∧ ω = v. If v, w ∈ T ∪ ∂T , we define the Euclidean distance from
v to w to be 0 if v = w and otherwise 2−|v∧w|. This is by way of analogy with the
Euclidean distance between points on the unit disk in the complex plane, since it is
bounded. This makes T ∪ ∂T a metric space which is a compactification of T , and
the sets {I(ωj), j = 1, . . . } form a base of neighbourhoods for the boundary point
ω = [e, ω1, . . . ).

In order to define harmonic and superharmonic functions, we introduce transi-
tion probabilities on the directed edges: p : T×T → [0, 1] such that (i) p(u, v) > 0
if and only if u ∼ v, and, fixing u ∈ T , (ii)

∑
v∼u p(u, v) = 1. The Laplacian ∆f

of a function f is given by ∆f(u) =
∑
v∼u p(u, v)f(v) − f(u). We say that f is

harmonic (respectively, superharmonic) at u if ∆f(u) = 0 (respectively, ≤ 0).
A function f is subharmonic at u if −f is superharmonic at u.

The transition probabilities determine a random walk on the vertices of T that
is either transient (for all u, v, the walk starting at u visits v finitely many times
a.s.) or recurrent (for all u, v, the walk starting at u visits v infinitely many
times a.s.). For simplicity, we shall simply refer to the tree as being transient or
recurrent. It can be shown that the tree is recurrent if and only if there exists a
positive function that is superharmonic but not harmonic on T . A good reference
for potential theory on transient trees is [24].

It can be shown that a tree is recurrent if and only if there exists a positive
function that is superharmonic but not harmonic on T ([24], §2.3. or [28], p. 3-4).

If [u, v] is a directed edge with |u| = |v| − 1, we call [u, v] an outward edge
and p(u, v) an outward probability. We similarly define inward edges and inward
probabilities.

3. Riesz decomposition on recurrent trees

In this section we consider a general recurrent tree, and describe the work in
[28].

A potential is a positive superharmonic function whose greatest harmonic mi-
norant is 0. Potentials exist precisely on trees whose associated random walk is
transient. In this case there is a Green function, G : T × T → (0,∞), where
G(u, v) is the expected number of times the random walk which begins at ver-
tex u visits vertex v. The potentials are characterized as the functions of the
form Gf(u) :=

∑
v∈T G(u, v)f(v), for f a nonnegative function on T satisfying
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∑
v∈T G(e, v)f(v) <∞. The Martin kernel Kω(w) :=

G(w,w ∧ ω)
G(e, w ∧ ω)

generates all

positive harmonic functions h on T : for each such function, there exists a Borel
measure µh on ∂T such that h(·) =

∫
Kω(·)dµh(ω).

Example 3.1. 1/3-tree. If every vertex of T has degree 3, we say T is ho-
mogeneous of degree 3. For such a tree, if all the transition probabilities are 1/3,
we refer to T as the 1/3-tree. The Green function is given by G(u, v) = 2× 2−|u−v|

([24], pg. 264) from which it follows that the Martin kernel is Kω(w) = 22|w∧ω|−|w|.
Note the similarity with the formula for the Poisson kernel on the unit disk in the

complex plane: Peiθ (z) =
1− |z|2

2π|eiθ − z|2
. The latter behaves roughly like the distance

of z to the boundary of the disk divided by the square of the distance from z to
the given boundary point and the former is exactly the hyperbolic distance of w to
the boundary divided by the square of the hyperbolic distance from w to the given
boundary point ω.

Example 3.2. (1/4,1/4,1/2)-tree. Again we take T to be homogeneous of
degree 3, but instead we define the transition probabilities by

p(u, v) =


1/3 u = e, v ∼ e

1/2 [u, v] a backward edge
1/4 [u, v] a forward edge with u 6= e

This is an example of a recurrent tree.

It follows easily from the definition that on a transient tree, every positive
superharmonic function s on T can be written uniquely as hT + Gf , where hT is
harmonic on T ; hT is just the greatest harmonic minorant of s and it is immediate
that s− hT has greatest harmonic minorant 0, so is a potential.

The above result is known as the Riesz Decomposition Theorem. More gener-
ally we refer to a Riesz Decomposition Theorem as one which gives a unique
decomposition of each member of some class of superharmonic functions as the sum
of a global harmonic function and a member of some special class of “potentials”.
“Potentials” should be defined by a sentence that includes all of the words “great-
est”, “harmonic”, “minorant” and “zero”, and ideally they can be characterized in
terms of a “Green function”.

Our aim in this section is to describe a Riesz Decomposition Theorem on recur-
rent trees. In the recurrent setting there are no nonconstant positive superharmonic
functions, and so all superharmonic functions with a global harmonic minorant are
themselves harmonic. However, there are lots of nonconstant globally superhar-
monic functions that have a minorant on T which is harmonic except for at most
finitely many vertices. Such superharmonic functions are referred to as admissible.

We state the main result of this section in Theorem 3.8. It is proved in [28].
Before we state the result, we will define and discuss several terms. However,
looking at parts (ii) and (iii) of Theorem 3.8 , it is clear that it includes a Riesz
Decomposition Theorem in the sense we have given above.

We begin with the term standard. Its definition is motivated by the following
theorem.

Theorem 3.3. ([14], Theorem 9.7) Let Ω be an unbounded subset of R2 and K
a compact subset of Ω. If u is harmonic on Ω\K, then u has a unique decomposition
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of the form u = uH +w, where uH is harmonic on Ω and w is a harmonic function
on R2 \K satisfying limx→∞ w(x)− α log |x| = 0 for some constant α.

Thus u can be written in the form u(x) = uH(x) + b + α log |x|, where b is
bounded outside a compact set. The number α is called the flux of u, and we
call the function χ|x|≥1(x) ln |x| a standard for Ω. This motivates the following
definition on T .

Definition 3.4. Let T be a recurrent tree. A function H on T is called a
standard if (i) H ≥ 0, (ii) H is harmonic outside the root, and (iii) given any
function h on T which is harmonic off an arbitrary finite set of vertices, there exists
a function hT harmonic on T , a unique real number α, and a bounded function b
such that

h = αH + hT + b.

One of the advantages of working in the tree setting is that we can make explicit
calculations. In [28] we calculated a unique function H ≥ 0 satisfying the following
properties:

(1) H(e) = 0,
(2) ∆H(u) = δe(u),
(3) H is constant on children.

The function H is given explicitly by

H(v) =

{
0 if v = e∑n−1
k=0 ε0(v)ε1(v) . . . εk(v) if |v| = n ≥ 1

where

ε0(v) = 1, εk(v) =
p(vk.vk−1)

1− p(vk, vk−1)
for 1 ≤ k ≤ n− 1.

To show the above H is a standard, we introduce and explicitly calculate a
family of functions {Hv: v ∈ T} uniquely determined by the following properties:

(i) Hv(v) = 0, (ii) ∆Hv(u) = δv(u), (iii) Hv ≥ 0, (iv) Hv constant on children.

The family {−Hv, v ∈ T} has some of the properties that a Green function would
have if there were a Green function on T . Since H will turn out to be a standard
and Hv is harmonic outside a finite set (namely {v}), we anticipate being able to
write Hv as

Hv(u) = αvH(u) + hT (u)− bv(u),
where αv is a unique constant, hT is globally harmonic, and bv is bounded. Direct
calculation gives that hT ≡ 0 and αv is the ratio of the product of the forward and
backward probabilities:

αv =
p[e, v]
p[v, e]

:=
p(e, v1)p(v1, v2) . . . p(vn−1, v)
p(v1, e)p(v2, v1) . . . p(v, vn−1)

.

The function bv turns out to be constant on each of the elements of the partition
P(v) (and so is of finite type), the constant values given by bv(v) = αvH(v) and

bv(vk) = bv(v)− 1
p(v, vn−1)

1 +
n−1∑

m=k+1

n−1∏
j=m

p(vj , vj+1)
p(vj , vj−1)

 .
The above calculations allow us to prove that H is indeed a standard. Ob-

serve that H is harmonic outside the root, it is subharmonic at the root, and it is
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necessarily unbounded. Indeed if H were bounded above by a constant M , then
M −H would be nonnegative superharmonic, and so constant, which is clearly not
the case.

We now discuss the concept of flux in the tree setting. The concept was intro-
duced in [7] in a Brelot space having no potentials. There the flux was first defined
for functions harmonic outside a compact set, then for admissible superharmonic
functions, then finally for functions superharmonic outside a compact set. We give
instead the following single definition of flux.

Definition 3.5. Let s be superharmonic except possibly for finitely many
vertices. Then

flux(s) := sup {c ∈ R : s− cH is bounded below by a function harmonic on T}.

Take for example the case that s is nonconstant and globally superharmonic,
but not harmonic. Then the numbers c on the list defining flux(s) are all neg-
ative (since positive nonharmonic superharmonic functions cannot have a global
harmonic minorant). Since H is unbounded, the idea is that we can hope to add a
large enough positive multiple of H to s so that it has a global harmonic minorant
and that the negative of the smallest such positive multiple should be the flux of
s. The superharmonic functions on T thus have flux(s) ≤ 0, and the admissible
superharmonic functions are precisely the ones having finite flux.

We summarize in the next result some of the elementary properties of flux.

Theorem 3.6. ([28], Theorem 2.5) (a) If h is harmonic outside a finite set,
then the flux of h is the unique constant α in the definition of standard such that
h = αH + hT + b with hT harmonic on T and b bounded.

(b) If h is bounded and harmonic outside a finite set or harmonic everywhere,
then the flux(s) = 0.

(c) If s is superharmonic on T , then flux(s) ≤ 0, flux(s) = 0 if and only if s
is harmonic, and flux(s) > −∞ if and only if s is admissible.

(d) If s is superharmonic outside a finite set K of vertices, then the flux of s
is equal to the flux of the greatest harmonic minorant of s outside K.

(e) If s is superharmonic outside a finite set and the set As in Definition 3.5
whose supremum defines the flux of s satisfies As 6= ∅, then As = (−∞, f lux(s)].

By part (a) of the theorem, knowing the flux of a function harmonic outside a
finite set of vertices allows us to associate to it, in a natural way, a global harmonic
function.

We now turn to the definitions of H-potentials and the H-Green function.

Definition 3.7. For f superharmonic outside the root, let D(f) be the great-
est harmonic minorant of f outside the root. Let in particular f = s−flux(s)H,
where s is admissible. We say that s is an H-potential if D(s− flux(s)H) = 0.

The H-Green functions GH is defined by the formula

GH(w, v) := Hv(e)−Hv(w).

The following theorem gives the main results of this section and of [28].

Theorem 3.8. [28] Let T be a recurrent tree, H a standard on T and GH the
H-Green function.
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(i) For s superharmonic except possibly for finitely many vertices, the flux of
s is given by the formulas

flux(s) =
∑
v∈T

∆s(v)αv = lim
n→∞

∑
|v|=n

(
s(v)− s(v−)

)
αvp(v, v−).

(ii) (Riesz decomposition) Let s be an admissible superharmonic function on
T . Then s can be written uniquely as the sum of a global harmonic func-
tion and an H-potential.

(iii) The H-potentials are precisely the functions of the form

GHf(u) :=
∑
v∼u

GH(u, v)f(v),

where f ≥ 0 and f ∈ L1
α(T ), i.e.

∑
v∈T

αvf(v) <∞ .

A few comments concerning the function v 7→ αv = p[e,v]
p[v,e] are in order. We in-

troduced the functions Hv in order to be able to construct functions with prescribed
Laplacian on a given finite set, and to in particular be able to prove that H is a
standard. It does, however, appear in the literature in other ways. A simple cal-
culation shows that if v ∼ w, then αvp(v, w) = αwp(w, v). This allows one to view
the tree as an electrical network, where the edge function c({v, w}) := αvp(v, w)
is known as the conductance of the edge. It also allows us to view the tree as
a reversible Markov chain. Up to a constant multiple, the function αv appears in
the text [40] in the chapter on recurrent Markov chains. If we view the tree as a
Markov chain with transition matrix P and states given by the vertices, the authors
define a measure α on the state space having the property αP = α and refer to
it as a regular measure. Its existence is guaranteed by the ergodic theorem. If∑
v αv < ∞, the chain is called ergodic, and if

∑
v αv = ∞, the chain is called

null. In the ergodic case, α can be normalized to give the equilibrium distribution
of the various states, that is the fraction of time a random walk spends in each of
the states.

The second formula of part (i) of Theorem 3.8 relates flux to the physics notion
of flux of a vector field; the sum can be viewed as an integral of the normal derivative
of s over a sphere, where the surface measure is given by the conductance. The
first formula in (i) gives a criterion for admissibility of a superharmonic function,
namely ∆s ∈ L1(α), where we view αv as a measure on the tree.

4. Classification of Brelot structures on trees

In this section we describe the work in [18] where trees are viewed as Brelot
spaces, and the task is to classify the possible Brelot structures one can have.

Brelot spaces were developed to provide an axiomatization of the properties
satisfied by solutions of various elliptic partial differential equations on open subsets
of Rn ([21]). Specifically, a Brelot space is a connected, locally connected, locally
compact but not compact Hausdorff space Ω such that on each nonempty open
set there is a vector space of continuous real-valued functions, called harmonic
functions, satisfying Axioms 1,2 and 3, given as follows.
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Axiom 1 (Sheaf Property): A function harmonic on an open set U ⊂ Ω is har-
monic on any open subset of U ; If a function on U is harmonic on a neighbourhood
of each of the points of U , then it is harmonic on U .

A relatively compact domain U ⊂ Ω is called regular if every function f
continuous real-valued on the boundary of U has a unique continuous harmonic
extension HU

f to U , and that extension is nonnegative if f is nonnegative.
Axiom 2 (Regularity property): The regular domains form a base for the
topology on Ω.

Axiom 3 (Harnack property) Any sequence of harmonic function that increases
pointwise on a connected open subset of Ω has a pointwise limit that is either
harmonic or identically infinity.

By Axiom 2, if U is regular, then for each x ∈ U , there exists a measure
ρUx on ∂U such that HU

f (x) =
∫
fdρUx for each f continuous on ∂U . A function

g : Ω → (−∞,∞] is called superharmonic if it is lower semicontinuous, not
identically ∞, and for every regular domain U and x ∈ U ,

∫
gdρUx ≤ g(x). A

nonnegative superharmonic function is called a potential if it doesn’t majorize
any positive harmonic function.

Two Brelot spaces Ω,Ω′ are called Brelot isomorphic if there is an isomor-
phism f : Ω → Ω′ which carries one harmonic structure onto the other.

Of course the set of harmonic functions on an open set in Rn is an example of
a Brelot space. Another class of examples consists of the set of harmonic functions
on a tree in which they are extended linearly along the edges. This is considered
in [15].

Actually one can create other Brelot structures on trees by extending along
the edges in various ways. This point of view was adopted in [19] where the
problem of considering what, up to Brelot isomorphism, are the Brelot structures
on trees, and what is their relation to discrete harmonic structures on the vertices.
A classification of Brelot structures on one-dimensional manifolds was considered
in [42], based on an earlier work on one-dimensional harmonic spaces [43]. The
classification described here is different from those in that it has more equivalence
classes of Brelot spaces. We describe next the main results in [19].

We first describe the possible Brelot structures on an interval I. A Brelot
structure on I is called quasi-linear if constants are harmonic, quasi-hyperbolic
if it is not quasi-linear but there does exist a positive harmonic function on I, and
quasi-trigonometric if there are no positive harmonic functions on I. On each
interval I the set of harmonic functions is two-dimensional, and we refer to a basis
{f, g} as a Brelot basis. The next theorem characterizes the quasi-linear and
quasi-hyperbolic Brelot structures on I = (0, 1).

Theorem 4.1. (a) Every continuous 1-to-1 function f on [0, 1] gives rise to a
quasi-linear Brelot structure on (0, 1) such that {1, f} is a Brelot basis and, con-
versely, every quasi-linear structure arises in this way. Consequently a quasi-linear
Brelot structure on an interval is Brelot isomorphic to linear functions on some
interval, and hence there are three distinct classes of quasi-linear structures on in-
tervals represented by the linear structures on (−∞,∞), (0,∞) and (0, 1).
(b) Let H be a quasi-hyperbolic structure on (0, 1) and let k be a positive harmonic
function on (0, 1). Then there exists a harmonic function h on (0, 1) such that
{h, k} is a Brelot basis. For any such k, h/k is 1-to-1. Conversely, let k be any
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positive continuous function on (0, 1) and let φ be any homeomorphism from (0, 1)
to some interval. Then the pair {k, kφ} is a Brelot basis for a Brelot structure
which is either quasi-linear or quasi-hyperbolic. It is quasi-linear if and only if k is
constant or φ is a linear combination of 1/k and 1.

We explain next why a quasi-trigonometric structure is closely related to a
structure generated by sinx and cosx on some interval. Let −∞ ≤ a < b ≤ ∞
with b − a > π. A trigonometric Brelot structure on (a, b) is a structure
generated by two continuous functions S(x) and C(x) such that for all x ∈ (a, b)
the sign of S(x) equals the sign of sinx, the sign of C(x) equals the sign of cosx, and
S(x)/C(x) = tanx. Then the quasi-trigonometric Brelot structures are described
by the following theorem.

Theorem 4.2. (a) Any quasi-trigonometric Brelot structure on (0, 1) is Brelot
isomorphic to a trigonometric structure on some interval (a, b).
(b) Let f, g be continuous functions on (0, 1) whose corresponding zero sets are dis-
joint, discrete, alternating, and assume that f has at least two zeros. Suppose that
the restriction of f/g (respectively, g/f) to any interval containing no zero of g
(respectively, no zero of f) is 1-to-1. Then {f, g} is a Brelot basis for a quasi-
trigonometric Brelot structure on (0, 1). Conversely, every quasi-trigonometric
Brelot structure has a Brelot basis of this form.

Having described the Brelot structures on intervals, the next step is to under-
stand them on trees. A discrete harmonic structure on a tree T is determined by
a function p : T × T → [0,∞) such that p(u, v) > 0 if and only if u ∼ v. In this
section we don’t assume that

∑
u∼v p(u, v) = 1 for each u, since we don’t wish to

assume that constant functions are harmonic. We refer to the discrete harmonic
structure as Hp.

Let T̃ be the tree viewed as a one-dimensional simplicial complex, that is, for
all u ∼ v, consider the set [u, v] = {(1− t)u+ tv : −1 ≤ t ≤ 1}. Then T̃ =

⋃
u∼v

[u, v].

Before we give the main results, we give several definitions.

Definition 4.3. (a) A Brelot structure on (0, 1) is called extendible if it is the
restriction of some Brelot structure on (−1, 1). This is equivalent to having every
harmonic function f on (0, 1) satisfy f(0) := limt→0+ f(t) exist and be nonzero.

(b) A relatively compact domain U is called a Dirichlet domain if, for any
boundary function f , there exists a unique solution hUf to the corresponding Dirich-
let problem.

(c) A Dirichlet domain is called a positive Dirichlet domain if the solution
to the Dirichlet problem with nonnegative boundary values is nonnegative in some
neighbourhood of the boundary.

(d) A Dirichlet domain U is called weakly regular with respect to x ∈ U
if for any function f defined on the boundary of U which is nonnegative and not
identically zero, hUf (x) > 0.

(e) The weak ball regularity axiom says that the unit ball centered at any
vertex is weakly regular with respect to its center.

We remark that examples given in [19] show that a Dirichlet domain can be
weakly regular with respect to some points but not to others, a positive Dirich-
let domain need not be regular, Dirichlet domains need not be positive Dirichlet



POTENTIAL THEORY ON TREES AND MULTIPLICATION OPERATORS 11

domains, and the weak ball regularity axiom can hold without the unit ball being
regular.

The next theorem describes how to generate examples of Brelot structures on
trees.

Theorem 4.4. Let T be a tree with an extendible harmonic structure on each
edge of T̃ . For each directed edge τ , let ı(τ) = u be the initial vertex of τ and pick
a point uτ ∈ τ different from u such that (u, uτ ) is regular and let p(u, uτ ) be an
arbitrary positive number. Let U ⊂ T̃ be a connected open set. For each directed
edge τ with ı(τ) = u ∈ U , let u′τ ∈ (u, uτ ) ∩ U . Let H(U) be the set of functions
f such that for each edge [u, v] intersecting U , the restriction of f to (u, v) ∩ U is
harmonic and for each vertex u ∈ U we have f(u) =

∑
ı(τ)=u

p(u, u′τ )f(u′τ ). Then H

yields a Brelot structure on T̃ .

And finally, we give a theorem which describes the relation between discrete
harmonic structures on T and Brelot structures on T̃ .

Theorem 4.5. (a) Let T be a tree with a discrete harmonic structure. Assume
that each edge of T̃ has a Brelot structure for which the whole edge is a positive
Dirichlet domain. Then there is a unique Brelot structure on T̃ which induces
the given discrete structure and whose restriction to each edge is the given Brelot
structure. Furthermore, it satisfies the weak ball regularity axiom.

(b) A Brelot structure on T̃ satisfying the weak ball regularity axiom induces
the discrete harmonic structure with transition matrix p as follows: if u ∼ v, p(u, v)
is the value at u of the solution to the Dirichlet problem on the unit ball B1(u) with
boundary values equal to the characteristic function of v.

5. Extension of results of section 3 to Brelot spaces

In this section we describe the work in [18]. We let Ω be a Brelot space in
which constants are harmonic and there are no potentials. This means that every
superharmonic function with a harmonic minorant is necessarily constant. In this
setting, admissible superharmonic functions were introduced in [7]. A superhar-
monic function s is called admissible if outside some compact set K there is a
harmonic function h such that h(x) ≤ s(x) for all x ∈ Ω \K.

Some of the discrete ideas discussed above in section 3 can be formulated in
this setting. We describe here some of the results in [18] where standard and
H-potential are defined, and a Riesz decomposition theorem for admissible super-
harmonic functions is proved.

Definition 5.1. ([18], Definition 2.1) Let K ⊂ Ω be a nonempty compact
set that is not polar (that is, there does not exist a superharmonic function on Ω
which is identically ∞ on K). A function H harmonic off K is called a standard
for Ω associated with K if the following is true: given any function h which is
harmonic off a compact set, there exist a unique function hΩ harmonic on Ω and a
unique real number α such that b = h−αH −hΩ is bounded off a compact set and
lim inf
x→∞

b(x) = 0, where the lim inf is taken with respect to the Alexandrov one-point
compactification of Ω.
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That a standard exists was proved in [8]. We next define flux. As we mentioned
earlier, Anandam defined flux in this setting. However, the condensed definition
we gave in section 3 works well here.

Definition 5.2. ([18], Definition 2.3) Let s be a function on Ω superharmonic
outside a compact set. Define the flux of s by flux(s) = supAs, where As = {α ∈
R : there exists hΩ harmonic on Ω such that s− αH ≥ hΩ}.

The H-potentials were introduced in [28] in order to give a Riesz decomposition
theorem for admissible superharmonic functions on recurrent trees. They were later
introduced in [18] in the Brelot space setting for a similar purpose. Before we give
the definition, we describe other potential type functions given in [9] and [10].

Definition 5.3. Let s be superharmonic on Ω \ K0, where K0 is a compact
outer regular set. Let E = {Un} be an increasing exhaustion of Ω consisting of
relatively compact regular sets containing K0. Let hn = hUn

s , the solution of the
Dirichlet problem on Un with boundary values s on the boundary of Un. Define
DEs(x) = lim

n→∞
hn(x) if this limit exists locally uniformly.

Then the potentials introduced in [9] and [10] are defined as follows.

Definition 5.4. An admissible superharmonic function s is said to be in the
class P if there exists an exhaustion E such that DE(s−αH) exists and is constant,
where α is the flux of s. If, furthermore, that constant is 0 for some exhaustion
E , then s is called a BS potential. Define the class Q as the collection of all
admissible superharmonic functions s satisfying the property: there exists s′ ∈ P
such that the difference of the greatest harmonic minorants of s and s′ outside a
compact set is bounded.

The following partial Riesz decomposition holds.

Theorem 5.5. [11] Any admissible superharmonic function s on a BS space
is a sum of a function in the class Q and a harmonic function. This decomposition
is unique up to an additive constant. If s is harmonic outside a compact set, then
the element of Q can be chosen uniquely to be a BS potential.

Besides the fact that this theorem doesn’t give a unique representation of admissible
superharmonic functions, it might prove difficult to show whether or not a given
function is in class P, class Q or is a BS potential. For this reason the H-potentials
were introduced in [18]. We now define them.

Definition 5.6. Let K0 be an outer regular compact set and let s be an
admissible superharmonic function with flux α. Define D(s−αH) to be the greatest
harmonic minorant of s− αH on Ω \K0. Then s is called an H-potential if

lim inf
x→∞

D (s− αH) (x) = 0,

where the lim inf is taken with respect to the Alexandrov one-point compactification
of Ω.

Note that in the above definition, D(s−αH) is calculated by taking any regular
exhaustion {Un} of ω, solving the Dirichlet problem on Un \ K0 with s − αH on
the boundary, and taking the pointwise limit as n goes to ∞.

With these definitions in place, we state the following Riesz decomposition
theorem.
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Theorem 5.7. ([18], Theorem 3.1) Every admissible superharmonic function
can be written uniquely as the sum of an H-potential and a harmonic function.

We now make a few comments concerning the relation between the discrete
results of section 3 and the Brelot space results of this section. As we noted in
the previous section, a recurrent tree can be viewed as a Brelot space without
potentials. Thus one could use the work of Anandam to obtain some of the discrete
results discussed here. One example is the proof of the existence of a standard
H in the discrete setting. However, one doesn’t need such sophisticated ideas to
understand standards on a tree, and it turned out be very useful to have an explicit
formula, something which is not available in a Brelot space. Another example is
our definition of flux, which we think simplifies its study.

Finally we note the apparent difference in the definition of H-potential in the
discrete and the Brelot space setting: in the discrete setting we require that the
greatest harmonic minorant outside the root of s− αH is 0, whereas in the Brelot
space we require the apparently weaker condition that the liminf at the point at ∞
of the greatest harmonic minorant outside the compact set K0 of s− αH is 0.

Consider the tree setting again. Let s be admissible with flux α, and let
h = D(s − αH) be the greatest harmonic minorant outside the root of s − αH.
Assume that lim inf

|v|→∞
h(v) = 0. We show that s is an H-potential. What makes

things simpler here than in a Brelot space is that the only place where h may fail
to be harmonic is at the root. Since the Laplacian ∆h(e) is either positive, zero,
or negative, it follows that h is either globally subharmonic, harmonic, or super-
harmonic. But from Theorem 3.6(d) it follows that flux(h) = flux(s − αH) =
flux(s)−αflux(H) = α−α = 0, so from Theorem 3.6(c), h must be harmonic on
T . The liminf condition then implies that h is lower bounded, and so since the tree
is recurrent, h must be constant. Since the liminf is zero at ∞, h must be zero,
proving that s is an H-potential.

6. Boundary behaviour of H-potentials in the (1/4, 1/4, 1/2)−tree

In this section we return to the theory discussed in section 3 and apply it in
particular to prove a new result on the (1/4, 1/4, 1/2)−tree We write explicitly
what are the H-potentials, and study their boundary behaviour. This is perhaps
the simplest nontrivial example of a recurrent tree, and studying the behaviour of
H-potentials is analogous to the classical problem of studying the behaviour at ∞
of logarithmic potentials on R2.

Let T be the homogeneous tree of degree 3, that is, each vertex has exactly three
neighbours. If the transition probabilities are all taken to be 1/3, we obtain the
1/3-tree. The 1/3-tree is transient, and the potentials are all of the form Gf(w) =∑
v∈T G(w, v)f(v), where the Green function G(w, v) is given by G(w, v) = 2 ×

2−|w−v|, and f is any nonnegative function on T such that
∑
v∈T 2−|v|f(v) < ∞

(see [24], section 4.5).
In [34] we considered the boundary behaviour of these potentials. In this section

we prove some results concerning the boundary behaviour of H-potentials on the
same homogeneous tree but with the transition probabilities of the (1/4,1/4,1/2)-
tree.
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We first describe the results in [34] beginning with the exceptional sets that
arise. For E ⊂ ∂T and 0 < β ≤ 1 we define

Hβ(E) = sup
δ>0

inf

{∑
i

2−β|vi| : E ⊂ ∪iI(vi), |vi| > logi (1/δ)

}
and

Cβ(E) = inf

{∑
i

2−β|vi| : E ⊂ ∪iI(vi)

}
.

We call Hβ(E) the β−dimensional Hausdorff measure of E and Cβ(E) the
β−dimensional content of E. The null sets are the same for Hβ and Cβ .

In case β = 1, H1(Iv) = 2−|v|. On the 1/3-tree, up to a constant factor H1 is
the representing measure on the Martin boundary (which is just ∂T ) of the constant
harmonic function 1. We thus refer to H1 as the Lebesgue measure on ∂T .

The approach regions to a boundary point ω = [e, ω1, ω2, . . . ) which we consider
are defined as follows: For τ ≥ 1, a ≥ 0, let

Ωτ,a(ω) :=
⋃
j

{w ∈ T : ω ∧ w = ωj , |w − ωj | ≤ (τ − 1)j + a}.

We view it as an approach region to ω which is a radial approach region if a = 0
and τ = 1, a nontangential approach region with aperture a if τ = 1 and a > 0,
and a tangential approach region of tangency τ if τ > 1. We say that a function
has τ -limit L at a boundary point ω provided that for every a ≥ 0, f(w) converges
to L as w → ω within Ωτ,a(ω).

Theorem 6.1. [34] Let T be homogeneous with degree 3 with the transition
probabilities of the 1/3-tree. Let 0 < γ < 1 for p > 1 and 0 < γ ≤ 1 for p = 1. Let
further 1 ≤ τ ≤ 1/γ. Let f be be a nonnegative function defined on T such that Gf
is finite and

∑
v∈T f

p(v)2−γ|v| <∞. Then the limit of Gf(v) as v tends to ω ∈ ∂T
with v in the approach region Ωτ,a(ω) is 0 for all ω ∈ ∂T except possibly for a set
E ⊂ Ω having τγ-dimensional Hausdorff measure 0.

In [34] it was also shown that the approach regions and the exceptional sets in the
theorem were in some sense the best possible.

Consider now T with the structure of the (1/4, 1/4, 1/2)-tree. Thus, except for
the three forward edges starting at the root, all forward probabilities are 1/4 and
all backward probabilities are 1/2. Straightforward calculations and results from
the previous section give the following formulas:

αv =

{
1 if v = e
4
3 · 2

−|v| if v 6= e

H(v) = |v|

bv(vk) = 4
[
−1 +

|v|
3

2−|v| + 2k−|v|
]
, k = 0, . . . , |v|

Hv(w) = 4 +
4
3

[
|w| − |v| − 3× 2|w∧v|

]
2−|v|

GH(w, v) = 4× 2−|v|
(
2|w∧v| − 1

)
− αvH(w).
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Define the nonnegative function Bv on T by

Bv(w) := 4× 2−|v|
(
2|w∧v| − 1

)
,

and for f ≥ 0 on T
Bf(w) :=

∑
v∈T

Bv(w)f(v).

By Theorem 3.8(iii), the H-potentials are precisely the functions

GHf(w) =
∑
v∈T

GH(w, v)f(v) =
∑
v∈T

Bv(w)f(v)−H(w)
∑
v∈T

αvf(v),

where f is a nonnegative function on T for which
∑
v∈T αvf(v) < ∞. Since

∆GHf = −f , it follows from Theorem 3.8(i) that

GHf = Bf + flux(Gf)H.(6.1)

What is a natural boundary result to consider for the H-potentials? We
motivate this with an informal discussion. Consider the potential theory of the
usual Laplacian on the entire real line (which is a recurrent potential theory)
and on the right half-line {x > 0} (which is a transient potential theory). The

Green function on the right half-line is given by G(x, y) =

{
x if x < y

y if x ≥ y
. Thus

Gy(x)
Gy(1)

→

{
1 if y → 0
x if y →∞

and so the Martin boundary consists of 0 and ∞ with

the Martin kernel given by Py(x) =

{
1 if y = 0
x if y = ∞

. For the entire real line, the

“standard” is given by H(x) = |x|, and on the right half-line |x| is the minimal
harmonic function corresponding to the Martin boundary point ∞.

Returning to the tree, by analogy we fix a vertex e′ ∼ e, and consider the
sector S(e′), which, if we make the root an absorbing state, is a transient tree
T ′ having boundary {e} ∪ I(e′). We anticipate from the above example that the
standard H(w) = |w| is, when restricted to T ′, the positive harmonic function with
representing measure given by a multiple of the restriction of Lebesgue measure to
I(e′). Let GHf be an H-potential on T and let α be the flux of GHf . Then by
definition of H-potential, GHf − αH is a potential on T ′, so by the Fatou-Näım-
Doob theorem, we would expect to be able to prove that (GHf − αH)/H has a
limit of 0 (in some sense) at Lebesgue a.e. point of I(e′). Thus we should consider

the limiting behaviour of GHf/H =
Bf

H
+ α, and expect to be able to prove it has

a radial limit of α at Lebesgue-a.e. point of I(e′).
One can view T as a Brelot space if harmonic functions on T are extended lin-

early along the edges ([15]). Thus one can hope to prove the above radial limit the-
orem as a consequence of the general Fatou-Näım-Doob theorem on Brelot spaces.
However, we intend to prove the following more general limit theorem, and it does
not have an analogue in a general Brelot space setting.

Theorem 6.2. Let GHf be an H-potential on the (1/4, 1/4, 1/2)-tree, where f
satisfies the growth condition

∑
v∈T f

p(v)2−γ|v| < ∞. Here, 0 < γ < 1 for p > 1
and 0 < γ ≤ 1 for p = 1. Let 1 ≤ τ ≤ 1/γ. Then the limit of GHf(v)/H(v) as
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v → ω ∈ ∂T with v ∈ Ωτ,a(ω) is the flux of GHf for all ω except possibly for a set
E ⊂ ∂T of τγ−Hausdorff measure 0.

Note the similarity between Theorem 6.1 and Theorem 6.2. Theorem 6.1 asserts
thatGf has τ−limit 0 at τγ-a.e. boundary point, and, by (6.1), Theorem 6.2 asserts
that Bf/H has τ−limit 0 at τγ-a.e. boundary point. For the first theorem, this
amounts to estimating w 7→

∑
v∈T

2−|v−w|f(v) and the second theorem to estimating

w 7→
∑
v∈T

2−|v|
2|w∧v|−1

|w|
f(v), and so it is worth asking if the second theorem follows

immediately from the first. Estimating the ratio of the kernel defining Bf/H

and the kernel defining Gf we get about

(
2−|v|2|w∧v|/|w|

)
2−|v−w|

=
2|w−w∧v|

|w|
and this

is not upper bounded. For example, if |v ∧ w| = |w|/2, the above quantity is
2|w|/2/|w|, and this is not upper bounded. For another example, if w ∈ Ωτ,a(ω)
and |v ∧ ω| > |w ∧ ω|, then w ∧ v = w ∧ ω and so 2|w−w∧v| = 2|w−w∧ω|; this can

be as large as 2(τ−1)|w∧ω|+a, making
2|w−w∧v|

|w|
unbounded in the interesting case

where τ > 1. Thus Theorem 6.2 does not follow immediately from Theorem 6.1.
Nevertheless, the idea of the proof of Theorem 6.1 can be modified to give a

proof of Theorem 6.2, and this is what we do here. The main tools needed, as given
in [34], are as follows. For a nonnegative function h on T , we define, for w ∈ T ,

h∗(w) :=
∑

v∈S(w)

h(v)

and for β > 0, ω ∈ ∂T we define

Mβh(ω) := sup
i≥1

2iβh∗(ωi).

It is shown in [34] that for every λ > 0,

Cβ{ω ∈ ∂T : Mβh(ω) > λ} ≤ ‖h‖1
λ

,(6.2)

where ‖h‖1 =
∑
v∈T h(v). If f is as in the statement of Theorem 6.2, let

A := {ω ∈ ∂T : lim sup
i→∞

2i
∑

v∈S(ωi)

f(v)2−|v| > 0}(6.3)

and

B := {ω ∈ ∂T : lim sup
i→∞

2iτγ
∑

v∈S(ωi)

fp(v)2−γ|v| > 0}.(6.4)

In the proof of Theorem 6.1 as done in [34], it is shown that Hτγ(A ∪B) = 0.
For ω ∈ ∂T and w ∈ Ωτ,a(ω), let the vertices of the geodesic from w ∧ ω to

w be denoted by w0, w1, . . . , w|w|−|w∧ω| and let n = |w| − |w ∧ ω| − 1. In order to
estimate Bf(w)/H(w) we write

∑
v∈T

2|v∧w| − 1
|w|

2−|v|f(v) =
4∑
i=1

∑
v∈Ti

2|v∧w| − 1
|w|

2−|v|f(v),
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where

T1 :=
|w∧ω|−1⋃
j=0

S(ωj), T2 :=
n⋃
i=1

S(wj),(6.5)

T3 := S(w), T4 := S(w ∧ ω) \ (T2 ∪ T3) .

Define ∑
i

:=
∑
v∈Ti

2|v∧w| − 1
|w|

2−|v|f(v), i = 1, . . . , 4.(6.6)

We now write the proof of Theorem 6.2.

Proof. In the proof, c is used to denote a number which may be different with
each occurrence, but which does not depend on any of the parameters or functions
of interest.

We first prove the theorem in case p = 1. Let ε, δ > 0. Let h(v) = f(v)2−γ|v|.
By assumption ‖h‖1 < ∞. Note that if f had bounded support, then for some
fixed N ,

0 ≤ Bf(w) = 4
∑
|v|≤N

(
2|v∧w| − 1

)
2−|v|f(v) ≤ 4(2N − 1)

∑
|v|≤N

f(v)

is bounded and so Bf(w)/|w| → 0 as |w| → ∞. Thus we may assume that h has no
support on any given bounded subset of T , and so it is enough to prove the result
in case ‖h‖1 < εδ. It thus suffices to prove that

Cτγ

{
ω ∈ ∂T : lim sup

Ωτ ,a(ω)3w→ω

Bf(w)
|w|

> δ

}
< cε.

By (6.2), this will be achieved if, for each i from 1 to 4, ω ∈ ∂T, and w ∈ Ωτγ(ω),
we can show that ∑

i

≤ cMτγh(ω),

where
∑
i

is defined in (6.6). We have

∑
1

≤
|w∧ω|−1∑
j=0

∑
v∈S(ωj)

2j − 1
|w|

2−(1−γ)|v|h(v)

≤
|w∧ω|−1∑
j=0

∑
v∈S(ωj)

2−γτj
2j − 1
|w|

2−(1−γ)jh(v)2γτj

≤
|w∧ω|−1∑
j=0

∑
v∈S(ωj)

2γj(1−τ)

|w|
h(v)2γτj ≤

|w∧ω|−1∑
j=0

h∗(ωj)
|w|

2γτj

≤
|w∧ω|−1∑
j=0

Mτγh(ω)
|w|

≤Mτγh(ω);
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∑
2

≤
n∑
j=1

∑
v∈S(wj)

2j − 1
|w|

2−(1−γ)|v|h(v) ≤
n∑
j=1

∑
v∈S(wj)

2j − 1
|w|

2−(1−γ)[|w∧ω|+j]h(v)

≤
n∑
j=1

2γ[|w∧ω|+j]

|w|
h∗(w ∧ ω) ≤

n∑
j=1

2γ[τ |w∧ω|+a]

|w|
h∗(w ∧ ω)

≤ 2γa
n∑
j=1

Mγτh(ω)
|w|

≤ 2γaMγτh(ω);

∑
3

≤
∑

v∈S(w)

2|w| − 1
|w|

2−(1−γ)|v|h(v) ≤
∑

v∈S(w)

2|w| − 1
|w|

2−(1−γ)|w|h(v)

≤ 2γ|w|

|w|
h∗(w) ≤ 2γ[τ |w∧ω|+a]

|w|
h∗(w ∧ ω) ≤ 2aMγτh(ω);

∑
4

≤
∑

v∈S(w∧ω)

2|w∧ω| − 1
|w|

2−(1−γ)|v|h(v)

≤
∑

v∈S(w∧ω)

2|w∧ω| − 1
|w|

2−(1−γ)|w∧ω|h(v) ≤ 2γ|w∧ω|

|w|
h∗(w ∧ ω)

≤ 2γτ |w∧ω|h∗(w ∧ ω) ≤Mγτh(ω),

completing the proof in case p = 1.
We now consider the case of p > 1. Thus 0 < γ < 1. Fix ω ∈ ∂T \ A ∪ B,

defined above in (6.3) and (6.4). Let ε > 0. Choose j0 such that

Cj0 := sup
j≥j0

2j
∑

v∈S(ωj)

f(v)2−|v| < ε;

we can do this because ω /∈ A. Now consider w ∈ Ωτ,a(ω) with |w| > j0. As before,
we consider

∑
i :=

∑
v∈Ti

2|v∧w|−1
|w| 2−|v|f(v) separately for i = 1, . . . , 4. We have

∑
1

=
j0−1∑
j=0

∑
v∈S(ωj)

2|v∧w| − 1
|w|

2−|v|f(v) +
|w∧ω|−1∑
j=j0

∑
v∈S(ωj)

2|v∧w| − 1
|w|

2−|v|f(v).

The first term is bounded by
j02j0

∑
T 2−|v|f(v)
|w|

, and this goes to 0 as |w| → ∞.

The second term is bounded above by

c

|w∧ω|−1∑
j=j0

∑
v∈S(ωj)

2j2−|v|f(v)
|w|

≤ cCj0

|w∧ω|−1∑
j=j0

1/|w| < cε,

and so we are done with
∑

1.
To deal with

∑
2,
∑

3 and
∑

4 we will apply Hölder’s inequality. Let p′ :=
p/(p− 1) be the exponent conjugate to p. We write

2|v∧w|

|w|
2−|v|f(v) =

(
2|v∧w|

|w|
2−(1− γ

p )|v|
)(

2−
γ
p |v|f(v)

)
.(6.7)
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Before we apply Hölder’s inequality we first estimate
∑
v∈Ti

2|v∧w|p
′
2−(1− γ

p )p′|v| for

i = 2, 3, 4. We claim that each is bounded above by a multiple of 2
p′
p γτ |w∧ω|. To

prove it, we make use of (2.1) and the fact that
(

1− γ

p

)
p′ is greater than 1.

Recalling that n = |w| − |w ∧ ω| − 1, we have∑
v∈T2

2|v∧w|p
′
2−(1− γ

p )p′|v| ≤ c
n∑
j=1

2(j+|w∧ω|)p′2−(1− γ
p )p′(j+|w∧ω|)

≤ c
n∑
j=1

2(j+|w∧ω|)p′ γ
p

≤ c2(n+|w∧ω|)p′ γ
p

≤ c2|w∧ω|τγ
p′
p ,

since n+ |w ∧ ω| < |w| ≤ τ |w ∧ ω|+ a. This proves the claim for the sum over T2.
We omit the proofs for the other two cases (actually they are easier to prove) and
the claim is established.

By (6.7), we thus have for i = 2, 3, 4, that

∑
i

≤

(∑
v∈Ti

2|v∧w|p
′
2−(1− γ

p )|v|p′
)1/p′

 ∑
S(w∧ω)

2−γ|v|fp(v)

1/p

≤ c2
γτ
p |w∧ω|

 ∑
S(w∧ω)

2−γ|v|fp(v)

1/p

= c

2γτ |w∧ω|
∑

v∈S(w∧ω)

2−γ|v|fp(v)

1/p

,

and, since ω is not in the set B, this goes to 0 as |w| goes to ∞. This completes
the proof. �

Note that in the above proof for p > 1, the factor of 1/|w| was needed in dealing
with

∑
1, but not in dealing with

∑
2,
∑

3 or
∑

4.

7. Biharmonic Green functions on homogeneous trees

Our aim in this section is to explain how one might define various biharmonic
Green functions on the 1/3−tree and to see what one can say about them. The
details appear in [30]. One of the interesting features of that paper is the calcu-
lations we were able to do, in particular explicit calculations of the Euclidean and
hyperbolic simply-supported biharmonic Green functions as well as a function we
called the biharmonic Martin kernel. On the surface these calculations appear to
be hard, so we made use of a computer algebra system in order to do some of them.

We first describe what is meant by a biharmonic Green function Γ on the unit
disk in the complex plane D = {z ∈ C : |z| < 1}. If we think of D as being a
thin metal plate, then for points P,Q ∈ D, Γ(P,Q) represents the deflection at
P due to a unit load placed at Q. Outside of Q, the function P 7→ Γ(P,Q) is
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not harmonic, but rather is biharmonic, that is, it is annihilated by the Euclidean
bilaplacian, ∆2

E . In order to uniquely determine Γ, one must impose boundary
conditions. In addition to the condition that the deflection on the boundary be
zero, one must prescribe one additional condition, namely a clamped condition
or a simply-supported condition. The clamped condition is that the plate is
clamped horizontally at the boundary, which means that the normal derivative is
0 at the boundary; the simply-supported condition is that the boundary rests on a
support, which means that the Euclidean Laplacian is 0 at the boundary. We thus
get two biharmonic Green functions ΓC and ΓS uniquely determined as follows:

Clamped Euclidean biharmonic Green function:
(∆E)2P ΓC(P,Q) = δQ(P ) for P,Q ∈ D
ΓC(p,Q) = 0 for (p,Q) ∈ ∂D×D(
d
dn

)
P

ΓC(p,Q) = 0 for (p,Q) ∈ ∂D×D

Simply-supported Euclidean biharmonic Green function:
(∆E)2P ΓS(P,Q) = δQ(P ) for P,Q ∈ D
ΓS(p,Q) = 0 for (p,Q) ∈ ∂D×D
limP→p (∆E)P ΓS(P,Q) = 0 for (p,Q) ∈ ∂D×D

Biharmonic Green functions can be used to construct functions having prescribed
bilaplacian and various prescribed boundary conditions. For a discussion of the
clamped Euclidean biharmonic Green function on D, see [33]. For a detailed dis-
cussion of both biharmonic Green functions on a Riemannian manifold, see [50].

Each Riemannian metric on D defines a distance between points and a Laplace-
Beltrami operator. The Euclidean metric defines the usual distance on D, and so is
bounded, whereas the hyperbolic metric defines a distance for which the diameter of
D is infinite. The Euclidean metric ds2 = dx2 +dy2 associates the Euclidean Lapla-

cian ∆Ef =
(
∂2

∂x2
+

∂2

∂y2

)
f and the hyperbolic metric ds2 = (1−x2−y2)−2(dx2+

dy2) associates the hyperbolic Laplacian ∆Hf = (1− x2 − y2)2
(
∂2

∂x2
+

∂2

∂y2

)
f . A

function is called Euclidean (respectively, hyperbolic-biharmonic) if it is an-
nihilated by the bilaplace operator ∆2

E (respectively, ∆2
H). The Euclidean and

hyperbolic harmonic functions are the same, but the Euclidean and hyperbolic bi-
harmonic functions are quite different due to the extra factor of (1 − x2 − y2)2 in
∆H .

In section 2 we defined, for vertices v, w, the hyperbolic and Euclidean distances
between them, namely |v − w| and 2−|v∧w|, respectively. Since the Laplacian we
have so far discussed in this paper is defined by averaging a given function over
nearest neighbours, i.e. over vertices a hyperbolic distance away of 1, we refer to
this Laplacian as the hyperbolic Laplacian: ∆Hf(v) =

∑
w∼v

p(v, w)f(w)− f(w).

Motivated by the fact that on the unit disk D we have

∆Ef(x, y) = (1− x2 − y2)−2∆Hf(x, y),

and the factor 1− x2 − y2 behaves roughly like the Euclidean distance of x+ iy to
the boundary of the disk, we define the Euclidean Laplacian on the 1/3−tree to
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be
∆Ef(u) = 22|u|∆Hf(u),

since the factor 22|u| is the Euclidean distance of u to the boundary of T raised to the
power −2. We can thus define the Euclidean simply-supported biharmonic
Green function ΓS on T to be a function satisfying

(∆E)2uΓS(u, v) = δv(u) for all u, v ∈ T
limn→∞ ΓS(ωn, v) = 0 for all ω ∈ ∂T, v ∈ T
limn→∞(∆E)uΓS(ωn, v) = 0 for all ω ∈ ∂T, v ∈ T .

In order to define what is the clamped Euclidean biharmonic Green function,
we must first define what is the normal derivative of a function f at boundary point
ω. Assuming that f(ω) = limm→∞ f(ωm) exists, we define it as a limit of difference
quotients by

df

dn
(ω) = lim

m→∞

f(ωm)− f(ω)
2−m

,

since the Euclidean distance of ωm to ω is 2−m. Thus we define the clamped
biharmonic Green function ΓC to satisfy

(∆E)2uΓC(u, v) = δv(u) for all u, v ∈ T
limn→∞ ΓC(ωn, v) = 0 for all ω ∈ ∂T, v ∈ T(
d
dn

)
ω

ΓC(ω, v) = 0 for all ω ∈ ∂T, v ∈ T .

The main result in [30] is the following.

Theorem 7.1. (a) ΓS and ΓC both exist and are unique.
(b) ΓS exists and is given by the two formulas

ΓS(u, v) = 4 · 2−2|v|
∑
w∈T

2−2|w|2−|u−w|2−|v−w| =
xS(u ∧ v, v)

2|u−u∧v| +
yS(u ∧ v, v)

23|u−u∧v| ,(7.1)

where

xS(u ∧ v, v) =
2
(
2−3|v|−|u∧v| [25 + 15|u ∧ v|]− 4 · 2−5|v|+|u∧v|)

7
(7.2)

ys(u ∧ v, v) = −8
7

2−3|v|−|u∧v|.(7.3)

Let’s write a few comments about the the proof. The uniqueness of ΓS is
proved using a simple maximum principle argument. The first formula in (7.1) is
proved by just simply checking that the sum has the required properties of ΓS ,
and so the existence of ΓS in (a) is established. In order to understand where the
second equality in (7.1) comes from, let’s consider what are the radial Euclidean
biharmonic functions on T \ {e}, that is the functions f such that f(u) is constant
on each n sphere |u| = n for n ≥ 1. Denote by xn the value f(u) for |u| = n. Then

for |u| = n, ∆Ef(u) = 22n

[
2
3
xn+1 +

1
3
xn−1 − xn

]
and

∆2
Ef(u) = 22n

[
2
3
22n+2

(
2
3
xn+2 +

1
3
xn − xn+1

)
+

1
3
22n−2

(
2
3
xn +

1
3
xn−2 − xn−1

)
− 22n

(
2
3
xn+1 +

1
3
xn−1 − xn

)]
.
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Setting this to zero and simplifying gives the fourth order homogeneous difference
equation

64xn+2 − 120xn+1 + 70xn − 15xn−1 + xn−2 = 0.

The corresponding characteristic polynomial is 64r4 − 120r3 + 70r2 − 15r + 1 and
this factors as (r− 1)(2r− 1)4r− 1)(8r− 1) and so the roots are 1, 1/2, 1/22, 1/23.
Thus the radial biharmonic function f can be written in the form

f(u) = c0 + c12−|u| + c22−2|u| + c32−3|u|.(7.4)

Now consider each of these four terms with respect to their boundary behaviour and
the boundary behaviour of their Euclidean Laplacian. The first term is the only
one that does not go to zero at infinity. Outside the root, the Euclidean Laplacian
of the second term is 0, the Euclidean Laplacian of the third term is constant, and
the Euclidean Laplacian of the fourth term is a multiple of 2−|u|. Thus of the four
terms, only the second and fourth terms both go to 0 at infinity and have Euclidean
Laplacian which also goes to 0 at infinity.

Now fix v ∈ T and consider the corresponding partition P(v) of T . A typical
member of it is a set {u ∈ T : |u ∧ v| = k} for k = 0, .. . . . , |v|. On each such
set, it follows by symmetry that u 7→ ΓS(u, v) is radial, and so by the result of
the previous paragraph, it can be written as a linear combination of 2−|u−u∧v| and
2−3|u−u∧v|. The coefficients in this linear combination are denoted by xS(u ∧ v, v)
and yS(u ∧ v, v) as in (7.2) and (7.3) above. It turns out that the infinite sum in
(7.1) can be explicitly found in case u is either u∧v or a forward neighbour of u∧v.
This then gives two linear equation satisfied by xS(u ∧ v, v) and yS(u ∧ v, v), and
so can be solved, resulting in the values of xS and yS in (7.2) and (7.3).

The results concerning ΓC are more demanding, both for existence and unique-
ness. We only comment briefly on the existence proof. It makes use of the explicit
formulas for ΓS as well as a new function, B : T × ∂T → R+, which we call the
biharmonic Martin kernel, used to produce Euclidean biharmonic functions. It
is defined by

B(u, ω) = 2
∑
w∈T

22|w∧ω|−|w|

2|u−w| 22|w| ,

chosen this way in order to have the property that for each ω ∈ ∂T , ∆HB(u, ω) =
−KH(u, ω) = −22|u∧ω|−|u|, (recall the Martin kernel discussed in example 3.1,
which we now call the hyperbolic Martin kernel, KH). By integrating out ω with
respect to a measure µ one obtains a Euclidean biharmonic function Bµ(u) =∫
B(u, ω)dµ(ω) such that ∆E(Bµ) = −KHµ. In order to use it to prove the

existence theorem, one needs to sum it in closed form. This can be done, and
the result is

B(u, ω) =
2−|u|

7

[
25 + 15|u ∧ ω| − 22(1−|u−u∧ω|)

]
.

From here one can calculate the normal derivative at ∂T , and thus construct ex-
amples of Euclidean biharmonic functions with prescribed normal derivative. Then
ΓC(u, v) is obtained from ΓS(u, v) by subtracting off an appropriate function Φ(u, v)
which for each fixed v is of the form (Bµ)(u), with µ chosen so that (Bµ)(u) has
the appropriate normal derivative at ∂T .
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8. Multiplication operators and a minimum principle

In this section we begin by discussing the results in [31]. We will then focus
attention on a certain minimum principle which is needed to prove the main result,
and which can be formulated in a fairly general Brelot space.

Let X,Y be Banach spaces of holomorphic function on a domain D ⊂ CN .
Let ψ : D → C be holomorphic such that ψf ∈ Y whenever f ∈ X. Then the
multiplication operator with symbol ψ is the function Mψ : X → Y , f 7→ ψf .
The aim is to characterize the symbol ψ in order that Mψ is of a certain special
type, such as for example bounded, or compact, or an isometry. It is also of interest
to calculate the norm of Mψ.

There are many possible choices for D (for example the unit disk in C, the
unit ball in CN , the unit polydisk in CN , a bounded homogeneous domain, a
bounded symmetric domain) and for the spaces X and Y (Hardy spaces, Bergman
spaces, Dirichlet spaces, Bloch spaces, weighted versions of these spaces). There
are numerous examples in the literature of this kind of research, for example [1],
[2], [3], [4], [5], [6], [13], [22], [39], [45], [46], [47], [48], [49], [52], [53], [57]. The
one which we focus on in this section, [31], takes D to be a bounded symmetric
domain, X to be H∞(D) and Y to be the Bloch space on U . We explain these
terms below.

The Bloch space B on D := {z ∈ C : |z| < 1} is the set of holomorphic
functions on D such that βf := sup|z|<1

(
1− |z|2

)
|f ′(z)| is finite. Then ‖f‖B :=

|f(0)| + βf is a norm, and it makes B a Banach space. A geometric condition
equivalent to the Bloch condition is that f ∈ B if and only if the radii of schlicht
disks in f(D) are upper bounded. One has the inclusions that H∞ and BMOA are
properly contained in B, none of the Hardy spaces Hp are contained in B if p <∞,
and B is not a subset of the Nevanlinna class.

The Bloch space can be defined on bounded homogeneous domains in CN .
The domain D is called a homogeneous domain if for all z, w ∈ D there exists
φ ∈ Aut(D) (i.e. a holomorphic self map that is a bijection) such that φ(z) = w. In
[36], [54], and [55] the definition of Bloch function was extended to homogeneous
domains by the condition

Qf := sup
z∈D

sup
u∈Cn\{0}

∣∣∣∑N
j=1

∂f
∂zj

(z)uj
∣∣∣√

Hz(u, u)
<∞,

where for each z ∈ D, Hz is the Bergman metric on D at z.
A domain D in CN is called symmetric if for every z ∈ D there exists φ ∈

Aut(D) such that φ◦φ = id, and z is an isolated fixed point of φ. Such domains are
actually homogeneous. Cartan in [23] showed that any bounded symmetric domain
is biholomorphically equivalent to a unique finite product of irreducible bounded
symmetric domains. He classified the irreducible domains into the four classical
domains RI , RII , RIII , RIV (see [41]), and two exceptional domains RV , RV I (see
[33]).

A bounded symmetric domain D is said to be in standard form if it can be
written as a finite product of Cartan domains. To each domain D one can associate
the Bloch constant cD defined by

cD = sup{Qf : f ∈ H∞(D), ‖f‖∞ ≤ 1}.
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The values of the Bloch constants are known for each of the Cartan domains (see
[25] and [56]), cD ≤ 1 with strict inequality unless D = D, and if D = D1×· · ·×Dk

is a product of Cartan domains, then cD = max
1≤j≤k

cDj
([25]). Thus for any bounded

symmetric domain, cD ≤ 1 with equality if and only if D has the unit disk as a
factor.

We now state the main result of [31].

Theorem 8.1. Let D be a bounded symmetric domain in CN and Mψ : H∞(D) →
B(D).

(1) Mψ is bounded if and only if ψ ∈ H∞(D).
(2) If ψ(0) = 0 then ‖Mψ‖ = cD‖ψ‖∞.
(3) Suppose D has D as a factor. Then

‖Mψ‖ = |ψ(0)|+ cD‖ψ‖∞.

(4) If D is a bounded symmetric domain without exceptional factors, then
there exist no isometric multiplication operators from H∞(D) to B(D).

The theorem suggests the following two conjectures:

(1) The norm equality in (3) above holds even if D is not a factor of D;
(2) There exist no isometries among the bounded multiplication operators

from H∞(D) to the Bloch space of any bounded symmetric domain D.

The proof of Theorem 8.1 makes use of a minimum principle for multiply su-
perharmonic functions.

Definition 8.2. Let ω1 × ω2 be a product of relatively compact open sub-
sets of Rm,Rn, respectively. We say that v : ω1 × ω2 → R ∪ {∞} is multiply
superharmonic if

(1) v is not identically ∞,
(2) v(x) > −∞ for all x,
(3) v is lower semicontinuous,
(4) for each fixed x1 ∈ ω1 and x2 ∈ ω2, v(x1, ·) is hyperharmonic (i.e. ≡ ∞

or superharmonic) on ω2 and v(·, x2) is hyperharmonic on ω1.

Then the minimum principle which is used to prove Theorem 8.1 is the follow-
ing.

Theorem 8.3. (Minimum principle) Let v be multiply superharmonic on
ω1 × ω2 and bounded below. If

lim inf
(z,z′)→(x,y)

v(z, z′) ≥ 0,

for all (x, y) ∈ ∂ω1 × ∂ω2, then v ≥ 0 on ω1 × ω2.

The proof of this which we have in mind makes use of the Cartan-Brelot
topology.

Definition 8.4. (Cartan-Brelot topology) Let U be a fixed bounded open
subset of Rm. Let S = S+(U) × S+(U)/ ∼, where ∼ is the equivalence relation
defined by (u1, v1) ∼ (u2, v2) if u1 + v2 = u2 + v1 and S+(U) denotes the set of
positive superharmonic functions on U . Let O be the set of balls of rational radii
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and X any countable dense subset of Rm. For ω ∈ O and x ∈ ω ∩X, let ρωx denote
the harmonic measure. Define the seminorm Πω,x on S by

Πω,x [(u, v)] =
∣∣∣∣∫ udρωx −

∫
vρωx

∣∣∣∣ .
The Cartan-Brelot topology is the topology generated by this countable family of
seminorms.

A related topology is considered in [38]. The following basic properties of the
Cartan-Brelot topology hold:

Lemma 8.5. (1) The Cartan-Brelot topology is Hausdorff and S+(U) is
closed.

(2) The mapping f : S+(U)×U → R∪{∞} defined by f(v, x) = v(x) is lower
semicontinuous.

(3) Every uniformly locally bounded sequence in S+(U) has a subsequence
converging in the Cartan-Brelot topology.

In proving Theorem 8.1 above in [31], all the details are given except for showing
the proofs of the above basic properties.

Actually one can formulate the Cartan-Brelot topology in any Brelot space
having a countable base of regular domains. The lemma and the minimum principle
can then be proved in such a Brelot space if in addition it satisfies the following
axiom.

Axiom of Domination: For U any relatively compact set and g a locally bounded
positive superharmonic function on Ω that is harmonic on U , any positive super-
harmonic function which majorizes g on Ω \ U also majorizes it on U .

The proof of the lemma and the minimum principle in the Brelot space setting
can be found in [51]. Actually the proof of Theorem 8.3 above was adapted from
the one in [51].
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