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Abstract

Karma and Rappel [Phys. Rev. E 57 (1998) 4342] recently developed a new sharp interface asymptotic analysis of the
phase-field equations that is especially appropriate for modeling dendritic growth at low undercoolings. Their approach
relieves a stringent restriction on the interface thickness that applies in the conventional asymptotic analysis, and has the
added advantage that interfacial kinetic effects can also be eliminated. However, their analysis focussed on the case of equal
thermal conductivities in the solid and liquid phases; when applied to a standard phase-field model with unequal conductivities,
anomalous terms arise in the limiting forms of the boundary conditions for the interfacial temperature that are not present
in conventional sharp interface solidification models, as discussed further by Almgren [SIAM J. Appl. Math. 59 (1999)
2086]. In this paper we apply their asymptotic methodology to a generalized phase-field model which is derived using a
thermodynamically consistent approach that is based on independent entropy and internal energy gradient functionals that
include double wells in both the entropy and internal energy densities. The additional degrees of freedom associated with
the generalized phase-field equations can be used to eliminate the anomalous terms that arise for unequal conductivities.
© 2000 Elsevier Science B.V. All rights reserved.
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1. Introduction

Various asymptotic limits can be used to relate diffuse interface models of solidification to conventional free
boundary problems that involve sharp interfaces of zero width [1]. In particular, the size of the diffuse inter-
face width` relative to other characteristic length scales in the problem determines the specific form of the free
boundary problem that is obtained as` becomes small. In this paper, we will be especially concerned with the
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effects of capillarity and interface attachment kinetics, as described by the modified Gibbs–Thomson boundary
condition

T − TM

LV/cP

= −`cH− V

V0
, (1)

which relates the interface mean curvatureH, and normal velocityV , to the dimensionless interface temperature,
u = (T − TM)/[LV/cP ], whereT is the temperature,TM the melting point,LV the latent heat per unit volume,
andcP the heat capacity per unit volume. Here`c = TMγ /[L2

V/cP ] is a capillary length based on the surface
free energyγ , andV0 = µ[LV/cP ] is a characteristic velocity based on the kinetic attachment coefficient,µ. For
discussion purposes we consider the growth of a dendrite with tip radiusR into an undercooled melt [2]; in more
general circumstances,R might be representative of a typical macroscopic length scale such as a container size. For
dendritic solidification at large undercoolings the growth is rapid and the radius of curvature of the tip is relatively
small, so that the effects of capillarity and kinetics on the interface temperature in Eq. (1) can be significant. In
this regime, sharp interface limits of the phase-field equations have been performed [3–8] that assume the interface
temperatureu is of order unity in the small parameter`/R, which allows the contributions from capillarity and
kinetics to be of order unity as well. In this limit̀ is also assumed to be small compared to`c, which presents
a stringent resolution requirement for a numerical computation that aspires to describe this limiting case. At low
undercoolings, on the other hand, dendrites grow more slowly and have a larger radius of curvature, so it is rea-
sonable to model the effects of capillarity and kinetics as small corrections. Karma and Rappel [9,10] refer to the
corresponding analysis as the “thin interface limit”, wherein one assumes` � R but allows` ∼ `c. Almgren [11]
has described this analysis as “isothermal asymptotics”, since to leading order in`/R the temperature is isothermal
throughout the interfacial region, withu = O(`/R). A technical difficulty with this analysis is that for unequal
thermal conductivities in the liquid and solid, the thin interface limit can lead to a discontinuity in the temperature
field across the interface as well as the appearance of an anomalous term proportional to the interfacial tempera-
ture gradients in the modified Gibbs–Thomson equation. Almgren shows that a continuous temperature field and
a Gibbs–Thomson equation independent of the interfacial temperature gradients can be achieved by appropriate
alterations of the interpolation functions that are used to represent the bulk thermophysical quantities across the
diffuse interface.

The standard phase-field model, a version of the Model C of Halperin et al. [12], was originally derived on the
basis of a gradient functional for the free energy of the system, with dynamics that ensure that the free energy
decreases with time [13–17]. The time rate of change of the order parameter is coupled to the energy equation
to incorporate the release of latent heat as solidification occurs. Penrose and Fife [18] (see also [19]) derived
the phase-field equations on the basis of positive entropy production for a system that is based on a gradient
functional for the entropy of the system. Here we consider a generalized phase-field model that is based on gradient
functionals for both the entropy and internal energy of the system; such models have been considered by a number
of authors [20–24]. The generalized model contains additional degrees of freedom that we use here to eliminate
the anomalous terms that arise in the asymptotic analysis of Karma and Rappel in the case of unequal thermal
conductivities.

The kinetic attachment coefficientµ that appears in the characteristic velocityV0 in Eq. (1) has been measured
for relatively few materials. For this reason, and because the effect of kinetics is usually expected to be small at low
to moderate rates of solidification for metals and other molecularly simple materials, many sharp interface models
ignore the effect of kinetics by setting 1/µ = 0. Karma and Rappel show how their approach allows the effects
of kinetics to be eliminated in the standard phase-field model by an appropriate choice of the parameters in the
model. We also address this issue for the generalized phase-field model, and find that the effects of kinetics can be
eliminated for a significant range of the ratio of thermal conductivities as well.



156 G.B. McFadden et al. / Physica D 144 (2000) 154–168

In Section 2, we describe the phase-field models that we consider. Asymptotic analyses of these models are
presented in Section 3, followed by discussion and concluding sections.

2. Phase-field models

A common version of the standard phase-field equations for a pure material can be written in the form

1

M
φt = K∇2φ − 1

2Wg′(φ) − LV
(T − TM)

TM
p′(φ), (2)

cP Tt − LVr ′(φ)φt = ∇ · [k(φ)∇T ], (3)

where the phase-fieldφ(Ex, t) is a nonconserved order parameter that labels the phases, withφ = 1 in the solid
phase andφ = 0 in the liquid phase. HereM > 0 is a mobility coefficient,K > 0 is a gradient energy coefficient,
W > 0 is a barrier height for the double well potential functiong(φ) = φ2(1 − φ)2 andp(φ) = φ2(3 − 2φ). The
functionk(φ) permits different thermal conductivitieskL = k(0) andkS = k(1) in the bulk liquid and solid phases,
respectively; specific forms fork(φ) will be discussed below. The functionr(φ) is assumed to haver(0) = 0 and
r(1) = 1. Examples include the casesr(φ) = p(φ) andr(φ) = φ. Following Almgren, we refer to the system with
r(φ) = p(φ) andr(φ) = φ as the gradient equations and the nongradient equations, respectively; the reason for
this terminology lies in how the equations are derived (see [11] and below).

An isothermal version of this model has an associated bulk free energy density of the form

f (φ, T ) = 1
2Wg(φ) + LV(T − TM)

TM
p(φ). (4)

In this case the phase-field equation (2) admits a one-dimensional traveling wave of the form

φ(x, t) = 1

2

{
1 − tanh

(
x − Vt

2`

)}
, (5)

where the interface velocity is given byV = 6MLV`(TM − T )/TM. The interface width̀ , surface energyγ , and
kinetic coefficientµ that are associated with this solution are given by

` =
(

K

W

)1/2

, γ = 1
6(KW)1/2, µ = 6MLV`

TM
, (6)

where the latter expression follows from the definitionV = µ(TM −T ). Karma and Rappel [9,10] derive a different
expression for the kinetic coefficientµ through their thin interface limit (see Eq. (56) in Section 3.2.2); this limit is
intrinsically non-isothermal, so that the isothermal solution given by Eq. (5) no longer applies.

The governing equations (2) and (3) can be derived from an entropy functional following the formalism of
irreversible thermodynamics [18,19]. A generalized version of these equations can be derived by using both an
internal energy functionalE and an entropy functionalS, which we write in the form [20–25]

E =
∫

V

{e(φ, T ) + 1
2KE |∇φ|2} dV, (7)

S =
∫

V

{s(φ, T ) − 1
2KS |∇φ|2} dV, (8)

whereKE andKS are gradient coefficients that will be assumed to be constant, ande ands are the internal energy and
entropy densities, respectively. By starting with a free energy densityf (T , φ), it is thermodynamically consistent
to takes(T , φ) = −∂f/∂T ande(T , φ) = f (T , φ) + Ts(T , φ).
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An associated free energy functionalF can be defined for the system, which is given by

F =
∫

V

{f (φ, T ) + 1
2(KE + TKS)|∇φ|2} dV. (9)

Anisotropic versions of the model can be obtained by modification of the gradient terms|∇φ|2 as described in more
detail in Section 4.2. For simplicity we will assume that the densities and specific heats are uniform throughout the
system.

The derivation of the governing equations may be based on conservation laws for energy and entropy written in
the form

dE

dt
+
∫

δV

EJE · n̂ dA = 0, (10)

dS

dt
+
∫

δV

EJS · n̂ dA =
∫

V

ṡP dV, (11)

where EJE and EJS represent the flux of energy and entropy through the boundaryδV , which has an outward unit
normal n̂, and ṡP represents the entropy production term. Governing equations that guarantee positive entropy
production can be obtained by the choice

EJE = −k∇T − KEφt∇φ, (12)

EJS = − k

T
∇T + KSφt∇φ, (13)

where the terms proportional to the gradient coefficients represent non-classical fluxes associated with the interfacial
region [19]. The entropy production is then given by

T ṡP = k

T
|∇T |2 + φt [(KE + TKS)∇2φ − fφ ], (14)

and the corresponding phase-field equation (cf. Eq. (17)) is chosen so that the latter expression takes the form
k|∇T |2/T + φ2

t /M, with M > 0.
To derive our generalized phase-field equations (17) and (18) in the following, we consider a free energy of the form

f (φ, T ) = 1
2(WE + TWS)g(φ) + LV(T − TM)

TM
p(φ) − cP

(
T ln

[
T

TM

]
− T

)
. (15)

The corresponding internal entropy and energy densities may be found, using the relationss = −∂f/∂T and
e = f + Ts, to be

e(φ, T ) = cP T + 1
2WE g(φ) − LV p(φ), s(φ, T ) = cP ln

[
T

TM

]
− 1

2WS g(φ) − LV

TM
p(φ). (16)

HereWE andWS are constant double well heights for internal energy and entropy, respectively. The phase-field
models considered in [18,19] correspond to a particular entropic version formulation obtained from our model when
KE = WE = 0.

The generalized phase-field equations corresponding to this model take the form

1

M
φt = (KE + TKS)∇2φ − 1

2(WE + TWS)g′(φ) − LV(T − TM)

TM
p′(φ), (17)

cP Tt − LVp′(φ)φt + 1
2WE g′(φ)φt = ∇ · [k(φ)∇T ] + KE φt∇2φ. (18)
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This generalized model includes two additional temperature-dependent terms(T − TM)KS∇2φ and 1
2(T − TM)

WS g′(φ) in the phase-field equation, as well as two additional terms1
2WE φtg

′(φ) andKEφt∇2φ in the energy
equation, when compared to the standard version (2) and (3). If these terms are omitted, these equations are similar
to the standard version, but withp′(φ) appearing in place ofr ′(φ) in the energy equation. We will refer to Eqs. (17)
and (18) withp(φ) replaced byr(φ) in (18) as thegeneralized phase-field equations. The forms of the generalized
phase-field equations corresponding to the particular casesr(φ) = p(φ) and r(φ) = φ will be termed as the
generalized gradient equationsand thegeneralized nongradient equations, respectively.

The question of whetherKE, KS, WE andWS represent measurable physical quantities is an important issue
that concerns the physical validity of Eqs. (17) and (18). Here we adopt a pragmatic approach, and view the formal
derivation of these equations as a means of suggesting modified forms of the governing equations that can be
advantageous from the viewpoint of computations and modeling. For example, Karma and Rappel [9,10] noted
that there are computational advantages to using nongradient governing equations that do not result from a formal
thermodynamic derivation; they suggest the use of the functionr(φ) = φ rather thanr(φ) = p(φ) in the latent
heat term of the energy equation. In a similar vein, Almgren considers the question of choosing the specific forms
of the interpolation functionsp(φ), r(φ), andk(φ) to eliminate unwanted terms in the thin interface asymptotics
that arise whenkL 6= kS. Here we examine the effect on the thin interface asymptotics of introducing the terms
involving KE, KS, WE andWS for fixed forms of the interpolation functions.

2.1. Dimensionless equations

We make the governing equations (17) and (18) dimensionless by using the macroscopic length scaleR, the
thermal timescaleR2/κ̄, and the temperature scaleLV/cP ; hereκ̄ = 1

2(κL + κS) is the average of the thermal
diffusivities κL = kL/cP andκS = kS/cP in the liquid and solid, respectively. We retain the original definitions
of the interface width̀ and surface energyγ by usingK = KE + TMKS andW = WE + TMWS in Eq. (6). The
resulting dimensionless equations can be written in the form

ε2τφt = ε2(1 + αu)∇2φ − 1
2(1 + βu)g′(φ) − λup′(φ), (19)

ut − r ′(φ)φt + 1
2δg′(φ)φt = ∇ · [Q(φ)∇u] + ε2νφt∇2φ, (20)

where we have defined the conventional dimensionless parameters

ε = `

R
, λ = `

6`c
, τ = κ̄TMcP

6``cML2
V

, (21)

that usually appear in the phase-field equations, as well as the parameters

α = KS [LV/cP ]

K
, β = WS [LV/cP ]

W
, δ = WE

LV
, ν = KE

LV`2
, (22)

that appear in the generalized model. For now we will treatα, β, δ, andν as independent parameters, and will
return to the question of the relationship between these parameters below. We have also defined the dimensionless
functionQ(φ) = k(φ)/[κ̄cP ] with Q(0) = QL = κL/κ̄ andQ(1) = QS = κS/κ̄. We note that sinceQL andQS

are normalized in terms of their mean value, we haveQL + QS = 2, and hence 0< QL < 2 and 0< QS < 2.
The relative sizes of the dimensionless parameters determine what type of sharp interface analysis is appropriate

in deriving the limiting form of the associated free boundary problem. The original approach to the sharp interface
analysis, which we will refer to as the “classical analysis”, and the thin interface analysis of Karma and Rappel
differ particularly in the assumptions concerning the scaling of the factorλu in Eq. (19).
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3. Asymptotic analyses

The various sharp interface limits use the method of matched asymptotic expansions, whereby an outer solution,
valid away from the interface, is matched to an inner solution that is valid in the interfacial region [4]; for brevity
we only sketch the procedure. The inner expansion near a pointEx0 on the interface is described via a stretched
coordinateζ , with Ex = Ex0 + εζ n̂, wheren̂ is the local unit normal to the interface. The low-order terms in an inner
expansion of the solution can be obtained by using the relations

∇2 = 1

ε2
∂2
ζ + H̃

ε
∂ζ + O(1), ∂t = −vn

ε
∂ζ + O(1), (23)

where the dimensionless mean curvatureH̃ = RH and the dimensionless interface speedvn = VR/κ̄ are assumed
to be of order unity. In the inner region the phase field and temperature are expanded in powers ofε,

φ = φ(0) + εφ(1) + O(ε2), (24)

u = u(0) + εu(1) + O(ε2), (25)

and the resulting equations are solved order by order inε, with far-field boundary conditions that are obtained by
matching to the outer solution. The outer solution hasφ(Ex) equal to zero or one to all orders in the liquid or solid,
respectively, and the thermal field has the expansionU(Ex) = U(0)(Ex) + εU(1)(Ex) + O(ε2). The limiting behavior
near a pointEx0 on the interface is given by

U(Ex0 + εζ n̂) = U
(0)
± (Ex0) + ε

[
U

(1)
± (Ex0) + ζ

∂U
(0)
±

∂n
(Ex0)

]
+ O(ε2), (26)

whereU
(0)
+ andU

(0)
− denote the limits ofU asζ → 0+ andζ → 0−, respectively, and so forth. The inner solution

must match with this behavior asζ → ±∞ [4].

3.1. Classical analysis

In this setting a standard model given by (19) and (20) withα, β, δ, andν all set to zero is employed. The
asymptotic analysis with̀ � `c assumes thatλ = `/6`c is a small parameter, which allows one to takeu to be of
order unity, while relegating to O(ε) the termλu. If we write λ = 3ε, then the leading order phase-field equation
is given by

φ
(0)
ζ ζ − 1

2g′(φ(0)) = 0 (27)

with the solution

φ(0)(ζ ) = 1

2

[
1 − tanh

(
ζ

2

)]
. (28)

The leading order temperature equation is

(Q(φ(0))u
(0)
ζ )ζ = 0. (29)

Integrating and matching with the outer solution twice in succession gives thatu(0) = U
(0)
+ (Ex0) = U

(0)
− (Ex0) is

constant.
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The first-order phase-field equation is then

φ
(1)
ζ ζ − 1

2g′′(φ(0))φ(1) = −(τvn + H̃)φ
(0)
ζ + 3u(0)p′(φ(0)), (30)

and a solvability condition for this equation then gives (cf. Eq. (38))

u(0) = −H̃
63

− τvn

63
= −`cH − V

V0
, (31)

which recovers the modified Gibbs–Thomson boundary condition (1), where the kinetic term agrees with the form
of V0 = µ[LV/cP ] given in Eqs. (6) and (21); thus both the isothermal traveling wave solution and the classical
asymptotic analysis lead to the same definition ofµ in terms of the phase-field parameters.

The first-order temperature equation is then

vnr
′(φ(0))φ

(0)
ζ = (Q(φ(0))u

(1)
ζ )ζ . (32)

By integrating this equation over the interval−∞ < ζ < ∞ and using the matching conditions, the leading order
heat flux boundary condition is recovered in the dimensionless form

−vn = QLGL − QSGS, (33)

whereGL = ∂U
(0)
+ /∂n andGS = ∂U

(0)
− /∂n denote the local temperature gradients at the interface.

The classical analysis thus recovers the usual form of the sharp interface boundary conditions. We next turn to
the thin interface analysis of Karma and Rappel [9,10].

3.2. Thin interface analysis

In the thin interface or isothermal analysis,λ is assumed to be of order unity, butλu = O(ε) is still retained by
takingu(0) = 0 so thatu = O(ε). We will show that for the generalized phase-field equations the quantitiesα, β, δ

andν may be chosen to ensure that both the interfacial temperature is continuous and the modified Gibbs–Thomson
equation is independent ofGL andGS.

With the assumption that the parametersλ, τ, vn, H̃, α, β, δ and ν are all of order unity, the leading and
first-order phase-field equations are then

φ
(0)
ζ ζ − 1

2g′(φ(0)) = 0, (34)

φ
(1)
ζ ζ − 1

2g′′(φ(0))φ(1) = R1, (35)

where

R1 = −αu(1)φ
(0)
ζ ζ + 1

2βu(1)g′(φ(0)) − (τvn + H̃)φ
(0)
ζ + λu(1)p′(φ(0)). (36)

The leading order phase-field solution is again given by Eq. (28). The first two terms ofR1 given by Eq. (36) can
be simplified using Eq. (34) to give

−αu(1)φ
(0)
ζ ζ + 1

2βu(1)g′(φ(0)) = 1
2β̃u(1)g′(φ(0)), (37)

where we have defined̃β = β − α. The solvability condition for Eq. (35) can then be written in the form

0 =
∫ ∞

−∞
φ

(0)
ζ R1 dζ = λ

∫ ∞

−∞
u(1)p′(φ(0))φ

(0)
ζ dζ + β̃

2

∫ ∞

−∞
u(1)g′(φ(0))φ

(0)
ζ dζ − 1

6(τvn + H̃), (38)
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which involves the first-order temperature solutionu(1). We observe that only the combinationβ − α = β̃ enters
the solvability condition.

With u(0) = 0 the temperature equation is satisfied identically to leading order. The first-order temperature
equation is

vnr
′(φ(0))φ

(0)
ζ − 1

2δvng
′(φ(0))φ

(0)
ζ = (Q(φ(0))u

(1)
ζ )ζ − νvnφ

(0)
ζ φ

(0)
ζ ζ , (39)

which, when simplified by using Eq. (34) as above, may be integrated to yield

Q(φ(0))u
(1)
ζ − vnr(φ

(0)) − 1
2 ν̃vn[φ(0)

ζ ]2 = QLGL = QSGS − vn, (40)

where we have defined̃ν = ν − δ. Here the constant of integration has been evaluated in two ways by taking
ζ → ±∞ and applying the matching conditions (26). Note that only the combinationν − δ = ν̃ appears in this
expression. The solution can then be expressed in the equivalent forms

u(1)(ζ ) = U
(1)
+ (Ex0) + ζGL −

∫ ∞

ζ

1

Q(φ(0))
{vnr(φ

(0)) + 1
2 ν̃vn[φ(0)

ζ ]2 − GL[Q(φ(0)) − QL]} dη, (41)

u(1)(ζ ) = U
(1)
− (Ex0) + ζGS +

∫ ζ

−∞
1

Q(φ(0))
{vn[r(φ(0)) − 1] + 1

2 ν̃vn[φ(0)
ζ ]2 − GS[Q(φ(0)) − QS]} dη. (42)

3.2.1. Continuity of temperature
Subtracting the two equivalent forms foru(1)(0) provides an expression for the jump in the temperature across

the interface

U
(1)
+ (Ex0) − U

(1)
− (Ex0) =

∫ ∞

0

1

Q(φ(0))
{vnr(φ

(0)) + 1
2 ν̃vn[φ(0)

ζ ]2 − GL[Q(φ(0)) − QL]} dη

+
∫ 0

−∞
1

Q(φ(0))
{vn[r(φ(0)) − 1] + 1

2 ν̃vn[φ(0)
ζ ]2 − GS[Q(φ(0)) − QS]} dη. (43)

For ν̃ = 0, Karma and Rappel [9,10] found that this expression vanishes for eitherr(φ) = φ or r(φ) = p(φ) if the
thermal properties in the liquid and solid phases are the same. Here forν̃ 6= 0, we consider the simple choice

1

Q(φ)
= r(φ)

QS
+ [1 − r(φ)]

QL
, (44)

where we interpolate usingr(φ). Forr(φ) = φ the integrals in Eq. (43) can then be evaluated directly to yield

U
(1)
+ (Ex0) − U

(1)
− (Ex0) = vn

{
ν̃

24

(
1

QL
+ 1

QS

)
+
(

1

QL
− 1

QS

)}
, (45)

and for the choicer(φ) = p(φ) = φ2(3 − 2φ), we similarly find

U
(1)
+ (Ex0) − U

(1)
− (Ex0) = vn

{
ν̃

24

(
1

QL
+ 1

QS

)
+ 19

30

(
1

QL
− 1

QS

)}
. (46)

In performing the integration, we note that the terms involvingGL andGS in the integrands of Eq. (43) combine
and simplify upon using the heat flux condition (40). Thus, the leading order temperature field is continuous across
the interface if we choose

ν̃ = 12(QL − QS) = 24

(
κL − κS

κL + κS

)
(47)
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in the caser(φ) = φ, and choose

ν̃ = 38

5
(QL − QS) = 76

5

(
κL − κS

κL + κS

)
(48)

in the caser(φ) = p(φ). Values ofν̃ for other choices forr(φ) can be calculated in a similar manner to ensure that
the interfacial temperature is continuous.

3.2.2. The modified Gibbs–Thomson equation
We now investigate the solvability condition (38) to determine the form of the modified Gibbs–Thomson equation

in the thin interface limit. Evaluating the integrals in Eq. (38) and using the relation

GS − GL = vn

2

[
1

QL
+ 1

QS

]
− Ḡ

[
1

QL
− 1

QS

]
, (49)

whereḠ = 1
2(QLGL+QSGS) is the (conductivity-weighted) average temperature gradient, gives that the solvability

equation can be written in the form

1

2
λ(U

(1)
+ + U

(1)
− ) = vn

{(
3

560
λν̃ + 1

240
β

)[
1

QL
− 1

QS

]
+
(

5

12
λ − 1

1120
β̃ν̃

)[
1

QL
+ 1

QS

]
− τ

6

}

−Ḡ

{
5λ

6

[
1

QL
− 1

QS

]
+ β̃

24

[
1

QL
+ 1

QS

]}
− H̃

6
(50)

for r(φ) = φ, and

1

2
λ(U

(1)
+ + U

(1)
− ) = vn

{(
1

144
λν̃ + 1

144
β̃

)[
1

QL
− 1

QS

]
+
(

19

60
λ − 1

1120
β̃ν̃

)[
1

QL
+ 1

QS

]
− τ

6

}

−Ḡ

{
19λ

30

[
1

QL
− 1

QS

]
+ β̃

24

[
1

QL
+ 1

QS

]}
− H̃

6
(51)

for r(φ) = p(φ).
The term proportional tōG is eliminated if we choose

β̃ = 10λ(QL − QS) = 20λ

(
κL − κS

κL + κS

)
(52)

in the caser(φ) = φ, and

β̃ = 38

5
λ(QL − QS) = 76λ

5

(
κL − κS

κL + κS

)
(53)

in the caser(φ) = p(φ).
Inserting the expressions (52) or (53) forβ̃ and (47) or (48) for̃ν into the solvability condition then gives

6λU(1) = −vn

{
τ − c1λ

QLQS
[1 − c2(QL − QS)2]

}
− H̃, (54)

wherec1 andc2 are purely numerical constants whose values are given byc1 = 5 andc2 = 269
700 for r(φ) = φ, and

c1 = 19
5 andc2 = 173

525 for r(φ) = p(φ). This expression can be written in terms of dimensional variables as

u = εU(1) = −V

V0
− `cH, (55)
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whereV0 = µ[LV/cP ] and

1

µ
= TM

6`MLV
− c1`κ̄[LV/cP ]

6κLκS

[
1 − 4c2

(
κL − κS

κL + κS

)2
]

. (56)

Following Karma and Rappel [9,10], we note that the effects of kinetics can be eliminated (1/µ = 0) by the choice

1

M
= c1`

2κ̄[L2
V/cP ]

κLκSTM

[
1 − 4c2

(
κL − κS

κL + κS

)2
]

. (57)

In order that the phase-field equation is well posed we require thatM > 0 and so (57) may be satisfied providing
that the ratioκS/κL is not too extreme; specifically

2
√

c2 − 1

2
√

c2 + 1
<

κS

κL
<

2
√

c2 + 1

2
√

c2 − 1
, (58)

which evaluates to 0.107 < κS/κL < 9.34 for r(φ) = φ and 0.0689< κS/κL < 14.5 for r(φ) = p(φ). Both of
these criteria are met by most semiconductors and metals as well as succinonitrile.

4. Discussion

In this section, we address a number of related issues that concern the asymptotic analysis. We first discuss
the elimination of anomalous terms by using the generalized phase-field model, followed by an indication of how
surface tension anisotropy can be included in the model. The magnitudes of the anomalous terms in the thin interface
analysis of the standard phase-field model are then estimated. We conclude the section by comparing the assumed
scalings for the classical and thin interface asymptotics.

4.1. Elimination of anomalous terms

In the isothermal analysis, we find that of the four parametersα, β, δ, andν that occur in the generalized
phase-field equations, only two parameters,β̃ = β−α andν̃ = ν−δ, appear as degrees of freedom that are available
in the first-order analysis to ensure that the interfacial temperatureU(1) is continuous and that the anomalous term
that is proportional to the temperature gradient in the Gibbs–Thomson equation vanishes. If, instead of assuming
the independence of the dimensionless parametersα, β, δ, andν we consider their definitions in terms of the
parametersKE, KS, WE andWS that appear in the internal energy and entropy functions, we find thatβ̃ andν̃ are
actually not independent, but are related, since Eq. (22) implies that

β̃ = λν̃ = − LV

36cP γ 2
(WEKS − WSKE). (59)

Thus, if the parameters in the generalized phase-field equations have values that are derived from an underlying
internal energy and entropy functions in a thermodynamically consistent manner, only a single degree of freedom,
namelyWEKS − WSKE , is available to satisfy the two conditions. However, we note that for thegeneralized
gradient equations, these conditions given by (48) and (53) are linearly dependent and reduce to

β̃ = λν̃ = λν̃?, (60)

where

ν̃? = 76

5

(
κL − κS

κL + κS

)
. (61)
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Hence, in the fully thermodynamically consistent treatment represented by the generalized gradient equations, we
can choose the four parametersα, β, δ andν so thatboth the temperature at the interface is continuous and the
Gibbs–Thomson equation is independent of the interfacial temperature gradients. In addition, for a wide range
of values ofκS/κL , M may be chosen using Eq. (57) so that kinetic effects are not present, i.e., the dimensional
boundary conditions on the value of the interfacial temperature are

TS = TL = TM − `cLV

cP

H, (62)

whereTS andTL are the interfacial temperatures in the solid and liquid, respectively. We observe that the choice of
α, β, δ andν consistent with (60) is not unique. For example, we may chooseα = δ = 0, β/λ = ν = ν̃?, which
corresponds to allowing the bulk free energy double well heightW = WE + TWS to depend onT and the gradient
energy coefficientKF = KE + TKS to be independent ofT . Similarly, the choiceβ = ν = 0, α/λ = δ = −ν̃?

corresponds to the opposite situation whereW is independent ofT andKF is dependent onT . This latter choice may
be advantageous in numerical computation using the generalized gradient equations since it eliminates theφt∇2φ

term in Eq. (20). In the nongradient case it is still possible to eliminate the anomalous terms using the choices forβ̃

andν̃ given by Eqs. (47) and (52), respectively; however, in this case the condition between them given by Eq. (59)
will not be satisfied.

The isothermal asymptotics applied to either of the generalized phase-field equations gives interfacial conditions
that depend on the forms adopted for the functionsr(φ), Q(φ) andp(φ). In particular, the results given above
for the generalized gradient equations are for the specific choicep(φ) = φ2(3 − 2φ) and the form ofQ(φ) given
by Eq. (44). We conjecture that for a more general form ofp(φ) the elimination of the anomalous terms will still
require the relationship̃β = λν̃ to hold but will alter the expression forν̃?. In contrast, the classical asymptotics
gives interfacial conditions on the temperature that are independent of the forms ofr(φ), Q(φ) andp(φ).

In the thin interface limit, the sensitivity of the limiting interfacial boundary conditions to the details of the model
within the interface can be attributed to the relatively large interfacial thickness allowed by this limit as compared
to the classical sharp interface limit. A similar sensitivity was also observed in a different thin interface analysis of
solute trapping for a phase-field model of a binary alloy [26]. In this situation the dependence on the details of the
phase-field model in the interfacial region was apparent in an asymptotic regime where the interface thickness was
also comparatively large, in fact comparable to the solute boundary layer thickness.

We note that for both the classical analysis and the thin interface analysis the temperature field near the interface
is spatially uniform to leading order inε; in the thin interface analysisT = TM to leading order, and in the classical
analysis there are corrections toTM of order unity due to capillary and kinetic terms. The first-order correction to
the temperature field is non-constant in each analysis, with an O(ε) spatial variation in temperature through the
interface.

4.2. Anisotropic surface energy

The phase-field equations (19) and (20) are based on isotropic forms of the gradient energy and gradient entropy
represented by the|∇φ|2 terms in the functionals (7) and (8). A model with anisotropy can be obtained by replacing
|∇φ|2 in these expressions by the term [0(∇φ)]2, where0( Ep) is a homogeneous function of degree 1 [6,27–29].
The introduction of the function0(∇φ) provides a phase-field model of interfaces whose anisotropic surface free
energy is proportional to0(n̂) in the sharp interface limit, wherên is the outward unit normal to the interface. For
example, the function

0(∇φ) = |∇φ|
{

1 + γ4 cos

(
4 arctan

[
φy

φx

])}
(63)
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models a two-dimensional interface with a four-fold surface energy proportional to0(n̂) = (1+ γ4 cos 4θ), where
θ is the orientation of̂n = (cosθ, sinθ). The resulting anisotropic forms of the generalized phase-field equations
are obtained by the substitution

∇2φ → ∇ · [0Eξ ] (64)

in Eqs. (19) and (20), whereEξ(∇φ) is the Cahn–Hoffmanξ -vector [30] with componentsξj ( Ep) = ∂0( Ep)/∂pj . The
sharp interface analysis of the anisotropic equations parallels the treatment in [27]; for brevity, we omit the details.
The final result is that the mean curvature termH in the Gibbs–Thomson equation (55) is replaced by the weighted
mean curvature term∇S · Eξ involving the surface divergence of theξ -vector, which is the appropriate generalization
of the Gibbs–Thomson equation for the anisotropic case [31,32].

4.3. Magnitudes of anomalous terms in the thin interface limit

In Section 3.1, we sketched the classical analysis for the standard model. It is straightforward to perform the
classical analysis for the generalized model as well. One finds that the leading order temperature is continuous at
the interface and satisfies a nonlinear version of the usual (modified) Gibbs–Thomson equation. The conventional
leading order balance of heat flux at the interface is also obtained, but with a discontinuity in the first-order
temperature field across the interface. It is this observation that suggests the use of the generalized phase-field
model in the thin interface limit in this paper to eliminate the temperature discontinuity that arises for unequal
thermal conductivities.

The thin interface limit of the conventional phase-field model also leads to a jump in temperature at the interface
given by Eqs. (45) or (46) with̃ν = 0. Considering as an example the caser(φ) = φ, the dimensional form of the
leading order temperature jump can be written as

TL − TS =
[
LV

cP

](
1 − kL

kS

)[
`V

κL

]
, (65)

which shows that the temperature jump vanishes if the thermal properties of liquid and solid are equal. The jump
in temperature is a non-equilibrium effect that resembles in some ways the “solute trapping” effect that is observed
for rapid solidification of a binary alloy [33]; Umantsev [34] has also discussed thermal non-equilibrium effects
that are analogous to these solutal non-equilibrium effects. Solute trapping involves non-equilibrium partitioning
in the solute at the solid–liquid interface due to a jump in chemical potential across the interface. The jump in
potential becomes significant at velocitiesV ∼ VD, where the characteristic velocityVD is given by the ratio of an
interfacial solute diffusivityDI to the interface width̀. In a similar way, the temperature jump in (65) is proportional
to V/VT , whereVT = κL/` is a characteristic thermal velocity. In phase-field models of solute trapping,VD is
found to be sensitive to the assumed form of the variation of the solute diffusivity through the interface [26], just
as the numerical factors in Eqs. (45) and (46) depend on the assumed form forr(φ). The sensitivity of the limiting
interfacial boundary conditions to the details of the model within the interface in the thin interface limit can be
attributed to the relatively large interfacial thickness allowed by this limit, as compared to the classical sharp interface
limit. For solute trapping the appropriate limit also involves an asymptotic regime where the interface thickness is
relatively large, in fact comparable to the solute boundary layer thickness. For solute trapping in metallic alloys a
typical value ofVD is on the order of 1 m/s; since the thermal diffusivities are usually orders of magnitude larger
than typical solute diffusivities, the temperature jump is a much smaller effect. Using values for lead as an example
with kS/kL ≈ 2, a nominal interface thickness of 10−7 cm leads to a temperature jump of about 10−2 K at a velocity
of 1 m/s.
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The thin interface limit also results in an anomalous term in the modified Gibbs–Thomson equation, which for
the caser(φ) = φ can be written in the dimensional form

1

2
(TL + TS) = TM −

[
LV

cP

]
`cH− V

µ
− 5

12
`

[
kL

∂TL

∂n
+ kS

∂TS

∂n

](
1

kL
− 1

kS

)
, (66)

where the last term in this expression depends on the conductivity-weighted temperature gradient at the interface.
This term is a very small correction for metallic systems under most conditions, e.g., using values for lead with a
mean temperature gradient of 100 K/cm and` = 10−7 cm gives a correction of roughly 10−5 K.

These estimates for the size of the anomalous terms suggest that the effects may be insignificant for many
single-component systems with moderate ratios of thermal conductivities in situations for which the growth rate is
small. In these cases, it is reasonable to use conventional phase-field models in numerical simulations. On the other
hand, the solid and liquid solute diffusivities in binary alloy systems typically differ by several orders of magnitude,
and for these systems a generalized energy–entropy model analogous to that considered here may play a useful role.

4.4. Scalings of surface energy and kinetics

We now return to the question of the assumed scaling of capillary and kinetics effects in the classical and thin
interface asymptotics for the standard equations. We couch the discussion in terms of the dimensionless parameters
ε = `/R, λ = `/(6`c), andτ , where we recall that̀ is the interface width,R is a macroscopic length scale,
`c = TMγ /[L2

V/cP ] is the capillary length, andτ is a dimensionless form of the mobility coefficientM (cf.
Eq. (21)) that is assumed to be of order unity in both analyses. The two asymptotic limits correspond toε → 0 with
eitherλ = O(ε) (the classical analysis) orλ = O(1) (the thin interface analysis). The gradient energy coefficient
K, double well heightW , and mobility coefficientM can be written in the form

K = 6

(
L2R2

cP TM

)
ε2

λ
, W = 6

(
L2

cP TM

)
1

λ
, M =

(
κ̄TMcP

τL2
VR2

)
λ

ε2
. (67)

In the classical analysis the surface energy and kinetic coefficients have the form

γ =
(

L2R

cP TM

)
ε

λ
,

1

µ
=
(

τLVR

6cP κ̄

)
ε

λ
. (68)

In the thin interface analysis,γ also has this form, but 1/µ has an additional term as given by Eq. (56). In the classical
analysis withλ = O(ε), γ and 1/µ scale as O(1) quantities with respect toε, the gradient energy coefficient is
O(ε), the double well height is O(1/ε), and the mobility is O(1/ε). In the thin interface limit withλ = O(1), γ

tends to zero as O(ε), the gradient energy coefficient tends to zero as O(ε2), and the double well height scales as
an O(1) quantity. The interpretation of the kinetic coefficient in this limit is more involved, since one can arrange
that 1/µ = 0 by an appropriate choice ofM as given by Eq. (57). With this choice,M scales as O(1/ε2) which is
consistent with the scaling given by Eq. (67) withλ = O(1). This shows that, in the thin interface limit, the effects
of capillarity and kinetics are assumed to be small corrections in the analysis, as noted in Section 1.

In the context of numerical calculations using a phase-field formulation, the two asymptotic analyses suggest
different interpretations of a given computation, and different strategies for the appropriate selection of parameters
for a sequence of calculations that are intended to reproduce a sharp interface model. With the classical analysis,
to converge to a sharp interface result one should in principle perform a sequence of calculations with` tending to
zero for fixed values ofγ and 1/µ, so thatε andλ both tend to zero. By contrast, for the thin interface analysis,
the surface energy and kinetic effects vanish as` tends to zero, and in principle a single calculation with a fixed
(small) value ofε is performed, with appropriate values prescribed forK, W , andM in order to give the desired
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values ofγ and 1/µ consistent with the chosen value ofε. Performing a convergence study withε tending to zero
in the thin interface limit requires constant reduction ofλ to preserve given values of surface energy and kinetics,
causing the procedure to revert to the classical analysis in the limit of smallε. On the other hand, lower bounds on
the feasible size ofε are set by computational constraints in practice, so convergence studies of this nature have
limited applicability.

5. Conclusions

The thin interface asymptotics of Karma and Rappel applied to the standard phase-field equations for a pure
material with unequal thermal conductivities generate anomalous terms involving a temperature jump across the
interface and a contribution from the mean temperature gradient in the modified Gibbs–Thomson equation [9–11].
The temperature discontinuity can be interpreted as a thermal trapping effect analogous to the solute trapping that
occurs during the rapid solidification of a binary alloy. For metallic systems under typical growth conditions both
anomalous terms are very small, and can be eliminated by employing a generalized phase-field model that is based
on entropy and internal energy gradient energy functionals that include double wells in both the internal energy
and entropy densities. The flexibility of the thin interface analysis in eliminating kinetic effects carries over to the
case of unequal thermal conductivities as well, as also noted by Almgren in his isothermal analysis of this limit. In
our approach kinetic effects may be eliminated for conductivity ratios of up to about 10:1. The use of thin interface
asymptotics to eliminate kinetic effects in binary alloy systems where diffusivities may differ by several orders of
magnitude is an area of active research, where the use of generalized energy–entropy models may play a useful role.
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